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Preface

Tesl ®H FIvdg TRIANT T e |
AT g ANV gAATAIEEr: |
saha-jarn karma kaunteya
sa-dosam api na iyajet
sarvarambha hi dosena
dhtimenagnir ivavriah

Every endeavor is covered by some fault, just as fire is covered by smoke. Therefore
one should not give up the work born of his nature, even if such work is full of fault.
—The Bhagvad-Gita (18.48)

My wireless (mobile) garden is full of flowers with varieties of flavors, for example,
CDMA, OFDM, and so forth.

Last year I realized my “OFDM flower” has become a “paragon” with the suc-
cessful completion of the work of of several masters, doctoral, and postdoctoral
candidates, for example Mohindar Jankiraman, Dusan Matic, Klaus Witrisal, Uma
Jha, Richard van Nee, Shinsuke Hara, Hiroshi Harada, and so on. Therefore, I
decided to put together in one place their interesting and valuable contributions,
particularly of those of Klaus, Jankiraman, Uma, and Richard.

Although I coauthored OFDM for Wireless Multimedia Communications with
Richard and Multicarrier Techniques for 4G Mobile Communications with Shin-
suke, this book is very different in that it presents an overview of the wireless local
area network (WLAN), wireless personal area network (WPAN), frequency-
domain channel model, a novel hybrid OFDM concept, and a practical OFDM
system.

Figure P.1 illustrates the coverage of this book. This book illustrates the role of
OFDM in developing an adaptive system by designing OFDM-based wireless wide
area networks (WWANSs), WLANSs, and WPAN:S. It is based on the contributions of
several researchers who had or have been actively involved in growing the OFDM
flower in the wireless (mobile) garden under my gardenership.

As a gardener, I have tried my best to provide enough water and energy to nur-
ture the OFDM flower up until this point. In the future, it will sow several other
interesting colors, which I will bring to you at that time.

Xiii



Xiv Preface

OFDM - a paragon

(8) A practical OFDM
system: fixed broadband
wireless access

(7) A novel hybrid (FBWA)

OFDM concept
(6) The peak power problem

(4) Appropriate channel

(5) Basics of OFDM method for OFDM systems
asics o

and synchronization

(3) WPANS (2) WLANs

(1) Introduction

Figure P.1 Coverage of this book.

I would greatly appreciate it if readers would provide extra water and energy in

improving the quality by pointing out any errors. I strongly believe nothing is
errorless.



Acknowledgments

I would like to express my heartfelt gratitude to colleagues and students without

whom this book would have never been completed, namely, Mohindar, Dusan,

Klaus, Uma, Richard, Petar, Hiro, Carl, Liljana, Shinsuke, Hiroshi, and Anand.
Junko gave her support in preparing the typescript of the book.

XV






Introduction

“It is dangerous to put limits on wireless data rates, considering economic con-
straints,” I'said in 1999. Data rates are really what broadband is about. Broadband
wireless communications will support applications up to 1 Gbps and will probably
operate in the 60-GHz frequency [1-5]. However, many people argue whether there
is a need for such high-capacity systems, bearing in mind all of the compression
algorithms developed and the types of applications that require tens of megabits per
second. One can look at this issue from another perspective. There is a need for
high-capacity systems to give a perspective of what should be the “hot topics™ in the
area of telecommunications for research. In this visionary perspective of the road to
follow, in order to go along with the needs of society in the year to come as far as
communications is concerned, capacity is one of the major issues to be developed
due to the foreseen increase in demand for new services (especially those based on
multimedia). Together with this, personal mobility will impose new challenges to
the development of new personal and mobile communications systems.

A conclusion can be drawn from this: Even if at a certain point it may look “aca-
demic” to develop a system for a capacity much higher than what seems reasonable
(in the sense that there are no applications requiring such high capacity), it is worth-
while to do it since almost certainly in the future (which may not be very far off)
applications will come out that need a capacity of even more than 1 Gbps. The story
of fiber optics is elucidative on that. Rapid development will shrink the world into a
global information multimedia communication village (GIMCV) by 2020.
Figure 1.1 illustrates the basic concept of a GIMCV, which consists of version com-
ponents of different scales ranging from global to picocelluar in size. Figure 1.2
shows a family tree of the GIMCV system [6-21].

1.1 Wireless Technology in the Future

Today, basically five wireless technologies have made an impact, namely, wireless
global area networks (WGANSs), wireless wide area networks (WWANSs), wire-
less local area networks (WLANSs), wireless personal area networks (WPANS),
and wireless broadband-personal area networks (WB-PANs), as illustrated in
Figure 1.3.

These five technologies will not compete with, but will complement, each other.

Another set of technologies is fixed wireless access (FWA) or broadband wire-
less access (BWA). Current standardization trends show that the FWA technologies
will get mobility functionalities; if this happens, then FWA could become a threat to
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Figure 1.2 Family tree of the GIMCV. Branches and leaves of the GIMCV family tree are not
shown in chronological order.
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Layer 1: Global satellite communication
including high-altitude platform systems (HAPS)

Layer 2: Global cellular communication

Layer 3: Global wireless LAN

Layer 4: Global wireless PAN (LPRF)

Layer 5: Global B-PAN (millimeter wave)

Figure 1.3 Five-layer wireless communications provide mobile everywhere and complement each
other.

WWANSs. Development of 802.20, a mobile BWA (MBWA), could surely become a
threat for WWAN:Ss in the future. In the following the future direction of WLANSs,
WWANs and WPANS is presented; Table 1.1 presents an overview of wireless tech-
nology standards. Figure 1.4 shows the partitioning among WWAN, WLAN, and
WPAN.

1.1.1 WWANs

Growth in the WWAN field, more commonly known as mobile communications, has
been tremendous over the past decade. Second generation (2G), 2.5G, and third gen-
eration (3G) standards of mobile systems are being used, while efforts are ongoing
toward development and standardization of beyond 3G (B3G) systems. The existing
2G systems are mainly for voice purposes. Due to the tremendous growth of the
Internet, some support for data services like Wireless Application Protocol (WAP)
and I-mode have been developed [22, 23]. Further, 2G supplement systems, 2.5G,

Table 1.1 Wireless Technologies

Cellular Technology WLAN WPAN Cordless Technology FWA/BWA
GSM-HCSD, GPRS, IEEE 802.11 IEEE 802.15  PHS IEEE 802.16, IEEE
EDGE-(WAP) 802.20 (MBWA)
1S-95 HIPERLAN/2 Bluetooth DECT HIPERACCESS
IS-54/1S-136 MMAC Ethernet WG HIPERPAN CT2/CT2+ High-speed wireless
and ATM WG (HiS- access
WAN)
PDC (I-mode) MBS BWIF
3G MMAC wireless LMDS
homelink

MMDS
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Bluetooth, HomeREF, IrDA,
IEEE 802.15
technologies

Low power,
short range

IEEE 802.11 and similar
technologies

Medium power,
medium range

Various cellular and related technologies
(GSM, GPRS,CDPD,TDMA, etc.)
High power, long range

Figure 1.4 Partitioning among WWAN, WLAN, and WPAN.

like General Packet Radio Systems (GPRS), and now 3G systems provide further pos-
sibilities for data services with varying quality-of-service (QoS) requirements.

At present the main application for data services over mobile communications
systems is Internet access. The future is toward full multimedia-type applications
providing various levels of QoS using an Internet Protocol (IP)-based backbone.
Thus, WWAN is also moving toward integration of services.

Further works are being done by the standardization committees to integrate
WLANSs with 3G. Another development is the standardization of WWAN toward
an IP network. All this shows us that the WWANSs are moving toward packet-
switched solutions and the integration of technologies, now that the integration of
services is almost achieved.

1.1.2 WLANs

Local area networks (LANs) mostly make use of IPs. The growth in wireless and the
benefits it provides have brought forward changes in the world of LANs in recent
years. WLANSs provide much higher data rates as compared to WWANSs for slow
mobile or static systems. Institute of Electrical and Electronics Engineers (IEEE)
802.11b-based WLANSs are already widely being used while IEEE 802.11g and
IEEE 802.11a are also available on the market.

WLAN technologies are mainly used for wireless transmission of IP packets.
Until now, in contrast to WWANs, WLANs have provided network access as a
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complement to the wireline LANs. In the near future QoS-based WLANs are
expected to come onto the market.

IEEE 802.11e is working toward medium access control (MAC) enhancements.
The purpose of the MAC enhancement is to enable the present MAC, CSMA/CA, to
provide QoS. The current draft has accepted two variations for QoS enhancements:
These are central-control- and distributed-control-based. For security, in IEEE
802.11i, the main direction is toward applying IEEE 802.1X-like solutions with
stronger, and more varied choice of, encryption algorithms. The IEEE 802.11 work-
ing group (WG) has also accepted a mobility solution known as Inter Access Point
Protocol (IAPP), IEEE 802.11f. Another group in IEEE 802.11 is working on radio
resource management (IEEE 802.11j). The IEEE 802.11 committee has approved
IEEE 802.11h, dynamic frequency assignment and transmit power control. Due to
the success of the standard, several other study groups are looking at higher-data-
rate solutions (IEEE 802.11n 110 Mbps+) and next generation technologies, includ-
ing standardization work with 3G standardization committees.

The WiFi Alliance, an industry alliance, is providing interoperability specifica-
tions and tests of the IEEE 802.11 products for better acceptance by the market.
This alliance also provides recommendations for roaming between different wire-
less Internet service providers (WISPs) so that the customer of one WISP can access
WLAN services when in another WISP’s hotspot and still receive one bill.

Other known WLAN technologies are HIPERLAN Type 2 and HomeRF.
HIPERLAN Type 2 is already standardized; it provides hooks for QoS and security
for different environments. HomeRF developed several solutions, but in early 2003
was proclaimed dead.

The direction for WLANSs at present would be to move toward a common inter-
national standard. Harmonization of the 5-GHz band technologies is a must so as to
avoid making the 5-GHz band a garbage band. Although harmonization is a solu-
tion, it is possible that the market will be a deciding factor and choose one technol-
ogy. For the time being the success of a standard will depend on the pricing,
performance [24], availability, and marketing of the standards.

Besides the work being done by the standardization committees, studies should
be made on providing top-to-bottom mapping. The correct mapping of higher-layer
protocols to lower-layers protocols is a must to provide optimum service. Especially
in the case of IEEE 802.11, where the standard only defines the bottom two layers,
relations must be created with Internet Engineering Task Force (IETF), the commit-
tee developing layer-3 and some higher-layer protocols.

Basically, most of the current developments will lead to providing users with
different services using WLANS, or in other words, toward integration of services
within one system. Another step currently becoming visible is toward integration
with WWAN technologies like 3G.

1.1.3 WPANs

Besides the WLANSs, the WPANSs like Bluetooth, HIPERPAN, and IEEE 802.15
have been standardized. These technologies will be used for short distance (~10m)
communications with low data rates for different QoS. It is envisaged that the
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WPANSs will exist in all of the mobile terminals in the near future. The WPAN stan-
dards, IEEE 802.15.3 and IEEE 802.15.3a, have developed and work is ongoing to
develop higher data rates of about 55 Mbps, paving the path toward broadband
WPANSs. IEEE 802.15.4 is focusing on very low data-rate solutions, which will work
at a few or a few hundred kilobytes per second; this is a first step toward the develop-
ment of body area networks. Several companies have reached consensus on ultra
wideband (UWB) as a low-data-rate solution for IEEE 802.15.

1.1.4 WB-PANs

The WB-PAN is a future development of PAN toward the wideband-adaptive novel
techniques capable of broadband wireless communication. It will support applica-
tions of up to 1 Gbps and will probably operate over the 5-GHz or 60-GHz fre-
quency bands [1]. WBPANs will implement novel techniques such as UWB, voice
over WB-PANSs, smart antenna, adaptive modulation, coding, and the like, with
extendable protocol functionalities. It should support performance QoS in an adap-
tive and flexible manner. Different access methods and application interfaces will be
defined, and the system will be supported with segmented intelligent multiaccess ter-
minals capable of speech, messaging, and multimedia operations.

The WB-PAN belongs to the wireless family, appearing to be one of the most
promising concepts, which opens tremendous possibilities for new applications.
Table 1.2 presents the technical differences between several previously mentioned
wireless systems.

Table 1.2 Technical Differences and Applications

UTRA WLAN Bluetooth PAN WB-PANs
Data rates Maximum 2 5.1-54 Mbps Maximum 721  Max. 10 Mbps 1 Gbps
Mbps (384 Kbps) Kbps
Technology TD-CDMA and OFDM DS or FH OFDM OFDM/DS-CDM
WCDMA A/SHF-CDMA
Cell radius 30m-20 km 50-300m 0.1-10m To the distance  Similar to PAN
an voice reaches
Mobility High Low Very low Very low Very low
Standard 1999 2000 1999 2004 2012
availability
Frequency band 2 GHz 5 GHz 2.4-GHz ISM 5-10 GHz 60 GHz
band
Frequency Necessary Not necessary ~ Not necessary ~ Not necessary ~ Not necessary
license
Application Public Corporate Substitution for  Personal Surrounding
environments environments infrared commu- peripheral environment
(likely restricted (industrial nications; low device
use in hospitals, applications); cost networks communications

on airplanes)

public hotspots

for SoHo and

(airports, exhibi- residential
tions, convention applications

centers)
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1.1.5 The Next Generation

Each wireless technology is moving toward future standardization. This standardi-
zation work is mainly focusing on wireless IP-based QoS provision for any type of
data. Here data comprises everything, be it audio, video, gaming, or any other appli-
cation. Basically, this means an integration of services. All these technologies’ areas
of service overlap to some extent. This is illustrated in Figure 1.5. Thus, a move
toward integration of technology is a logical next step to provide service continuity
and higher user experience (quality of experience) (see Figure 1.6).

WWAN and WLAN service overlap
Voice services

WPAN and WWAN service
overlap

Payment at a vending machine WLAN and WPAN service overlap

Wireless connection to a printer
Connection to a backbone network

WWAN, WLAN, and WPAN service
overlap
Network connectivity to provide real-
time and nonreal-time services

Figure 1.5 WWAN, WPAN, and WLAN overlap.

wv
=]
5
Q

M G
T D
s e
P
[ IR
[~

Figure 1.6 Future of telecommunications.
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The ITU-R vision for 4G also calls for integration of technologies, commonly
known as heterogeneous systems or B3G systems (to some people B3G could mean
any standard or technology developed after 3G). Integration of technology will pro-
vide adequate services to a user depending on mobility and availability. Of course,
this brings along several new challenges, for example, handover/handoff or mobil-
ity, security and QoS. These issues should be resolved without changing the existing
standards. Seamless handover should be provided while a user moves from the net-
work of one access technology to another and the domain of one stakeholder to
another. Seamless handover means provision of seamless service while the user is
mobile; that is, the user does not perceive any disruption in service or quality during
handover. The IEEE 802 Handoff Executive Committee Study Group (ECSG) is
working on the issue of handover for 802-based technologies.

The ITU-R vision also talks about a new air interface, also known as 4G. As any
new system takes about 10 years to develop and deploy (see Figure 1.7), work on
B3G and 4G has already started, and a possible solution is given in [25]. The current
market shows that 3G is having trouble, and hopefully the lessons learned will be
taken into account in the development of 4G [26].

A possible future scenario is given in Figure 1.8. All technologies should work
together while providing all of the services to users anywhere anytime. Table 1.3
shows the envisaged development in the stakeholders of the various networks and
technological development for the short-, mid-, and long-term future. The table also
points out several technological issues that should be worked on. Arrows between
two cells of the table represent the possibility of handover between the two technolo-
gies, while the shade of the arrow (shown in grayscale) represents the expected
extent of the handover. Research work should be done on seamless handover, which
brings in the study of several issues like security and QoS, which should be con-
ducted at each protocol layer and for each network element. This topic itself
will require further study of development methods and technologies, including

Deployment
Implementation

Spectrum
allocation
Set goal Set requirements

~—
10 years

Standardization and enhancement

Figure 1.7 Time required for new technology development and deployment.
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Satellite cells provide
portable outdoor
coverage areas

Figure 1.8 Future of wireless.

In-building
coverage area

Business
campus C
coverage area

overage area

Table 1.3 Envisaged Technology Development in the Short, Mid, and Long Term

Cellular/satellite

NG (+) Next generation and beyond handover

Stakeholder 1P Broadcast WWAN WLAN FWA WPAN and
(of one or more (DVB-T, DAB) | (3G & 2.5G) (IEEE 802.11)| (FWA, ISDN)| Adhoc
access networks) (IEEE 802.15)
Short Same v4 Similar to TVor |3G&2.5G b, g, a
term (not broadcast) radio handover: maybe
(2-3 years) 4__»
Mid Same v4&6 | As above 3G > 3.5Gand g, a, NG, QoS
Term (maybe few 2.5, handover:
(3-S5 years) | different, surely possible
not broadcast) <__> 4__»
Long Same and v4&6 | SDR 2.5G, 3G, 3.5G g, a, NG, QoS
Term different and 4G handover:
(5-10 years) must ! ‘
< >

Gray

For technologies (e.g., 2.5G): Shades of gray signify decreased use of standard.

For handover: Three levels of gray signify the expected extent of handover. The darker the arrow, the more common the handover
between the concerned technologies.

hardware, software, firmware, and technologies like application specific integrated
circuits (ASICs). Another important research topic is software-defined radio (SDR),
which includes reconfigurability at every protocol layer.
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WLANSs provide roaming within LANs, and work is ongoing toward further
enhancement in this field. While WW AN provide roaming, too, the challenge now
is to provide seamless roaming from one system to another, from one location to
another, and from one network provider to another. In terms of security, again, both
WLANs and WWANSs have their own approach. The challenge is to provide the
level of security required by the user while he or she is roaming from one system to
other. The user must get end-to-end security regardless of the system, service pro-
vider, or location. Security also incorporates user authentication, which can be
related to another important issue: billing. Both security and roaming must be based
on the kind of service a user is accessing. The required QoS must be maintained
when a user roams from one system to other. Besides maintaining the QoS, it should
be possible to know what kind of service a particular system or service provider at a
particular location can provide. Work on integration of WLANs and WPANs must
also be done. The biggest technical challenge here will be enabling the coexistence of
the two devices as both of them work on the same frequency band. FWA is a tech-
nology that should be watched as it develops. Depending on its market penetra-
tion and the development of standards, it should also be integrated with other
technologies.

Another area of research for next generation communications will be in the field
of personal networks (PNs) [27]. PNs provide a virtual space to users that spans a
variety of infrastructure technologies and ad hoc networks. In other words PNs pro-
vide a personal distributed environment where people interact with various embed-
ded or invisible computers not only in their vicinity, but potentially anywhere.
Figure 1.9 portrays the concept of PNs. Several technical challenges arise with PNs
besides interworking between different technologies, including security, self-
organization, service discovery, and resource discovery [27].

-.. Remote personal devices

Local foreign devices & 5
9 Interconnectjng structure *>

(Internet,-UMTS, WLAN,
ad hoe; etc.)

...........
......
....

Remote foreign devices

Figure 1.9 PN [27].
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1.2 Orthogonal Frequency-Division Multiplexing

Over the past few years, there has been increasing emphasis on extending the serv-
ices available on wired public telecommunications networks to mobile/movable
nonwired telecommunications users. At present, in addition to voice services, only
low-bit-rate data services are available to mobile users. However, demands for wire-
less broadband multimedia communication systems (WBMCS) are anticipated
within both the public and private sectors. Wired networks are cannot support
extension to wireless mobile networks because mobile radio channels are more con-
taminated than wired data-transmission channels. We also cannot preserve the high
QoS required in wired networks [2].

The mobile radio channel is characterized by multipath reception: the signal
offered to the receiver contains not only a direct line-of-sight (LOS) radio wave, but
also a large number of reflected radio waves that arrive at the receiver at different
times. Delayed signals are the result of reflections from terrain features such as trees,
hills, mountains, vehicles, or buildings. These reflected, delayed waves interfere
with the direct wave and cause intersymbol interference (ISI), which in turn causes
significant degradation of network performance. A wireless network should be
designed to minimize adverse effects.

To create broadband multimedia mobile communication systems, it is necessary
to use high-bit-rate transmission of at least several megabits per second. However, if
digital data is transmitted at the rate of several megabits per second, the delay time
of the delayed waves is greater than 1 symbol time. Using adaptive equalization
techniques at the receiver is one method for equalizing these signals. There are prac-
tical difficulties in operating this equalization at several megabits per second with
compact, low-cost hardware.

To overcome such a multipath-fading environment with low complexity and to
achieve WBMCS, this chapter presents an overview of the orthogonal frequency-
division multiplexing (OFDM) transmission scheme. OFDM is one of the applica-
tions of a parallel-data-transmission scheme, which reduces the influence of
multipath fading and makes complex equalizers unnecessary.

1.2.1 History of OFDM

OFDM is a special case of multicarrier transmission, where a single data stream
is transmitted over a number of lower-rate subcarriers (SCs). It is worth mention-
ing here that OFDM can be seen as either a modulation technique or a multiplex-
ing technique. One of the main reasons to use OFDM is to increase
robustness against frequency-selective fading or narrowband interference. In a
single-carrier system, a single fade or interferer can cause the entire link to fail,
but in a multicarrier system, only a small percentage of the SCs will be affected.
Error-correction coding can then be used to correct for the few erroneous SCs.
The concept of using parallel-data transmission and frequency-division multiplex-
ing (FDM) was developed in the mid-1960s [28, 29]. Some early development
is traced back to the 1950s [30]. A U.S. patent was filed and issued in January
1970 [31].
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In a classical parallel-data system, the total signal frequency band is divided into
N nonoverlapping frequency subchannels. Each subchannel is modulated with a
separate symbol, and then the N subchannels are frequency multiplexed. It seems
good to avoid spectral overlap of channels to eliminate interchannel interference.
However, this leads to inefficient use of the available spectrum. To cope with the
inefficiency, the ideas proposed in the mid-1960s were to use parallel data and FDM
with overlapping subchannels, in which each, carrying a signaling rate b, is spaced b
apart in frequency to avoid the use of high-speed equalization and to combat impul-
sive noise and multipath distortion, as well as to use the available bandwidth fully.

Figure 1.10 illustrates the difference between the conventional nonoverlapping
multicarrier technique and the overlapping multicarrier modulation technique. By
using the overlapping multicarrier modulation technique, we save almost 50% of
bandwidth. To realize this technique, however, we need to reduce cross talk between
SCs, which means that we want orthogonality between the different modulated
carriers.

The word “orthogonal” indicates that there is a precise mathematical relation-
ship between the frequencies of the carriers in the system. In a normal FDM system,
many carriers are spaced apart in such a way that the signals can be received using
conventional filters and demodulators. In such receivers, guard bands are intro-
duced between the different carriers and in the frequency domain, which results in a
lowering of spectrum efficiency.

It is possible, however, to arrange the carriers in an OFDM signal so that the
sidebands of the individual carriers overlap and the signals are still received without
adjacent carrier interference. To do this the carriers must be mathematically
orthogonal. The receiver acts as a bank of demodulators, translating each carrier
down to dc, with the resulting signal integrated over a symbol period to recover the
raw data. If the other carriers all beat down the frequencies that, in the time domain,
have a whole number of cycles in the symbol period T, then the integration process
results in zero contribution from all of these other carriers. Thus, the carriers are

Ch.3 Ch4 Ch.5 Ch.6 Ch.7 Ch.8 Ch9 Ch.10
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Figure 1.10  Concept of the OFDM signal: (a) conventional multicarrier technique, and (b)
orthogonal multicarrier modulation technique.
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linearly independent (i.e., orthogonal) if the carrier spacing is a multiple of 1/T.
Chapter 4 presents in detail the basic principle of OFDM.

Much of the research focuses on the highly efficient multicarrier transmission
scheme based on “orthogonal frequency” carriers. In 1971, Weinstein and Ebert
[32] applied the discrete Fourier transform (DFT) to parallel-data-transmission sys-
tems as part of the modulation and demodulation process. Figure 1.11(a) shows the
spectrum of the individual data of the subchannel. The OFDM signal, multiplexed
in the individual spectra with a frequency spacing b equal to the transmission speed
of each SC, is shown in Figure 1.11(b). Figure 1.11 shows that at the center fre-
quency of each SC, there is no cross talk from other channels. Therefore, if we use
DFT at the receiver and calculate correlation values with the center of frequency of
each SC, we recover the transmitted data with no cross talk. In addition, using the
DFT-based multicarrier technique, FDM is achieved not by bandpass filtering but
by baseband processing.

Moreover, to eliminate the banks of SC oscillators and coherent demodulators
required by FDM, completely digital implementations could be built around
special-purpose hardware performing the fast Fourier transform (FFT), which is an
efficient implementation of the DFT. Recent advances in very-large-scale integra-
tion (VLSI) technology make high-speed, large-size FFT chips commercially afford-
able. Using this method, both transmitter and receiver are implemented using
efficient FFT techniques that reduce the number of operations from N” in DFT to
NlogN [33].

In the 1960s, the OFDM technique was used in several high-frequency military
systems such as KINEPLEX [30], ANDEFT [34], and KATHRYN [35]. For exam-
ple, the variable-rate data modem in KATHRYN was built for the high-frequency
band. It used up to 34 parallel low-rate phase-modulated channels with a spacing of
82 Hz.

In the 1980s, OFDM was studied for high-speed modems, digital mobile com-
munications, and high-density recording. One of the systems realized the OFDM
techniques for multiplexed quadrature amplitude modulation (QAM) using
DFT [36]; also, by using pilot tone, stabilizing carrier and clock frequency control
and trellis coding could also be implemented [37]. Moreover, various-speed
modems were developed for telephone networks [38].

In the 1990s, OFDM was exploited for wideband data communications over
mobile radio FM channels, high-bit-rate digital subscriber lines (HDSL; 1.6 Mbps),

yaN -
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Figure 1.11 Spectra of (a) an OFDM subchannel, and (b) an OFDM signal.
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asymmetric digital subscriber lines (ADSL; up to 6 Mbps), very-high-speed digital
subscriber lines (VDSL; 100 Mbps), digital audio broadcasting (DAB), and high-
definition television (HDTV) terrestrial broadcasting [39-46].

The OFDM transmission scheme has the following key advantages:

* OFDM is an efficient way to deal with multipath; for a given delay spread, the
implementation complexity is significantly lower than that of a single-carrier
system with an equalizer.

In relatively slow time-varying channels, it is possible to enhance capacity sig-
nificantly by adapting the data rate per SC according to the signal-to-noise
ratio (SNR) of that particular SC.

* OFDM is robust against narrowband interference because such interference
affects only a small percentage of the SCs.

* OFDM makes single-frequency networks possible, which is especially attrac-
tive for broadcasting applications.

On the other hand, OFDM also has some drawbacks compared with single-
carrier modulation:

* OFDM is more sensitive to frequency offset and phase noise.
* OFDM has a relatively large peak-to-average-power ratio, which tends to
reduce the power efficiency of the radio frequency (RF) amplifier.

1.3 Concluding Remarks

Multicarrier techniques, including OFDM-based wireless systems, will provide the
solution for future-generation wireless communications. The following provides
some of the justification:

1. Multicarrier techniques can combat hostile frequency-selective fading en-
countered in mobile communications. The robustness against frequency-
selective fading is very attractive, especially for high-speed data
transmission.

2. OFDM scheme has matured well through research and development for
high-rate WLANSs and terrestrial DVB. We have developed a lot of know-
how for OFDM.

3. Combining OFDM with CDMA vyields synergistic effects, such as enhanced
robustness against frequency-selective fading and high scalability in possible
data-transmission rates.

Figure 1.12 shows the advantages of multicarrier techniques.
The real challenge for the future can be explained by (1.1) to achieve IP-based
wireless multimedia communications:
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Multicarrier techniques:

Robustness against frequency selective fading

A lot of know-how obtained through research and
development of wireless LANs and digital broadcasting

Synergistic effects when combined with CDMA

Radio
communications and
access techniques in

4G systems

Figure 1.12 Advantages of multicarrier techniques for 4G systems.

Eaxm.c? (1.1)

where E is evolution of wireless communications, 7 is multimedia communications,
and c is consumer electronics, computer technology, communications technology,
and contents. Figure 1.13 illustrates the clue to the evolution/revolution of wireless
IP-based multimedia communications.

Goal

Figure 1.13 Evolution/revolution of wireless IP-based multimedia communications.
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WLANSs

2.1 Introduction

The past decade has shown major changes in the types of communications services
provided to users and the infrastructure needed to support them. Besides the
present-day telephony, Internet access, applications with remote servers, video on
demand, and interactive multimedia are just a few examples of such services. Inter-
net access is the service that has captured the biggest market and enjoys maximum
penetration; this is shown in Figure 2.1 for year and number of users. Wireline com-
munications networks providing these services are mostly known as wide area net-
works (WANs) and LANS.

The overall market demand is basically for connectivity, mobility, and perform-
ance. Wireline services can provide connectivity and performance, but not mobility
together with connectivity; this market demand is depicted in Figure 2.2. Wireless
communications provide the solution to the requirements of mobility with connec-
tivity. Thus, together with the growth of the Internet, there has been tremendous
growth in the field of wireless communications. This has also been due to other
inherent benefits of wireless, namely decreased wiring complexity, increased flexi-
bility, and ease of installation. The main reason behind the growth of wireless has
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Figure 2.1 Growth in wireless and Internet.
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been WWANSs or mobile technologies based on 2G/2.5G standards like Global Sys-
tem for Mobile Communications (GSM) and Personal Digital Cellular (PDC). These
technologies mainly provide voice services and some data services at low data rates.
3G systems provide higher data rates with a maximum throughput of 2 Mbps (see
Figure 2.3).

WLAN:S, on the other hand, provide connectivity, lower mobility, and much
higher performance in terms of achievable data rate. They are mainly extension of
LANSs providing high-speed data services with lower mobility. Complementary to
WLANSs are WPANSs, which provide wireless data networking within a short range

Personal
area

WAP, iMODE
3G, 2.5G

Figure 2.3 Wide area, local area, and personal area wireless technologies.
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(~10m) at data rates of about 1 Mbps. A summary of WWANs, WLANSs, and
WPAN:S standards is given in Figure 2.3 [1-55].

WLANS provide a new forum of access technology in the LAN world. The new
access technology fulfils several practical requirements (increased mobility, flexibil-
ity), but several technical problems remain unsolved. The problems of WLANSs are
tackled by researchers throughout the world.

2.1.1 WLANSs in a Nutshell

WLANSs operate mostly using either radio or infrared techniques. Each approach
has it own attributes, which satisfy different connectivity requirements. The major-
ity of these devices are capable of transmitting information across distances of up to
several hundred meters in an open environment. Figure 2.4 shows a WLAN inter-
facing with a wired network. The WLAN consists of a wireless network interface
card, known as station (STA), and a wireless bridge referred to as an access point
(AP). The AP interfaces the wireless network with the wired network (e.g., Ethernet
LAN) [10-16, 28].

The most widely used WLANSs use radio waves at the frequency band of 2.4
GHz, also known as the industrial, scientific and medical (ISM) band. The world-
wide availability of the ISM band, shown in Figure 2.5 and Appendix 2A, has made
unlicensed spectrum available and promoted significant interest in the design of
WLANSs. An advantage of radio waves is that they can provide connectivity for
non-LOS situations. A disadvantage of radio waves is that the electromagnetic
propagation may cause interference with equipment working at the same frequency.
Because radio waves propagate through the walls, security might also be a problem.
Further details of ISM band standards is given in Appendix 2B.

WLANSs based on radio waves usually use spread spectrum technology. Spread
spectrum spreads the signal power over a wide band of frequencies, which makes

Wireline
network

ﬁ Server

Wireless
network

STA: Station
AP: Access point

Figure 2.4 A WLAN.
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the data much less susceptible to electrical noise than when using conventional radio
modulation techniques. Spread spectrum modulators use one of two methods to
spread the signal over a wider spectrum: frequency-hopping spread spectrum
(FHSS) or direct-sequence spread spectrum (DSSS) [29].

FHSS works very much as the name implies. It takes the data signal and modu-
lates it with a carrier signal that hops from frequency to frequency as a function of
time over a wide band of frequencies. On the other hand, DSSS combines a data sig-
nal at a sender with a higher data-rate bit sequence, thus spreading the signal over
the whole frequency band [28, 29]. Infrared LANs provide an alternative to radio
wave-based WLANSs. Although infrared has its benefits, it is not suitable for many
mobile applications due to its LOS requirements [28].

The first WLAN products appeared on the market around 1990, although the
concept of WLANSs had been around for some years. The next generation of WLAN
products were implemented on PCMCIA cards (also called PC cards) used in laptop
computers and portable devices. In recent years several WLAN standards have come
into being. IEEE 802.11-based WLAN [10, 11, 28] was the first and remains the
most prominent in the field. IEEE 802.11 has different physical layers (PHYs) work-
ing in the 2.4- and 5-GHz bands.

Other WLAN standards are (1) HomeRF [13], now considered dead, dedicated
to the home market based on FHSS, and (2) High Performance LAN Type 2
(HIPERLAN/2) [12, 17, 21, 28], which works in the 5-GHz band using the OFDM
technique.

The exponential growth of the Internet and wireless has brought about tremen-
dous changes in LAN technology. WLAN technology is becoming more and more
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important. Although WLAN been around since the early 1990s, the market has just
started opening and the technology is still ripening. WLAN use is envisaged for sev-
eral environments like the home, office, and hotspots to name a few (see Figure 2.6).

2.1.2 IEEE 802.11, HIPERLAN/2, and MMAC WLAN Standards

Since the beginning of the 1990s, WLANS for the 900-MHz, 2.4-GHz, and 5-GHz
ISM bands have been available, based on a range of proprietary techniques. In June
1997, the IEEE approved an international interoperability standard [10]. The stan-
dard specifies both MAC procedures and three different PHYs. There are two
radio-based PHYSs using the 2.4-GHz band. The third PHY uses infrared light. All
PHYs support a data rate of 1 Mbps and optionally 2 Mbps. The 2.4-GHz fre-
quency band is available for license-exempt use in Europe, the United States, and
Japan. Table 2.1 lists the available frequency bands and the restrictions for devices
that use these bands for communications.

Table 2.1 International 2.4-GHz ISM Bands

Location Regulatory Range  Maximum OQutput Power
North America 2.400-2.4835 GHz 1,000 mW

Europe 2.400-2.4835 GHz 100 mW (EIRP*)

Japan 2.471-2.497 GHz 10 mW

* BIRP = effective isotropic radiated power
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Figure 2.6 Envisaged WLAN usage environments.
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User demand for higher bit rates and the international availability of the
2.4-GHz band has spurred the development of a higher-speed extension to the
802.11 standard. In July 1998, a proposal was selected for standardization, which
describes a PHY providing a basic rate of 11 Mbps and a fallback rate of 5.5 Mbps.
This PHY can be seen as a fourth option, to be used in conjunction with the MAC
that is already standardized. Practical products, however, are expected to support
both the high-speed 11- and 5.5-Mbps modes as well as the 1- and 2-Mbps modes.

A second IEEE 802.11 WG has moved on to standardize yet another PHY
option, which offers higher bit rates in the 5.2-GHz band. This development was
motivated by the adoption, in January 1997, by the U.S. Federal Communications
Commission, of an amendment to Part 15 of its rules. The amendment makes avail-
able 300 MHz of spectrum in the 5.2-GHz band, intended for use by a new category
of unlicensed equipment called Unlicensed National Information Infrastructure
(UNII) devices [51]. Table 2.2 lists the frequency bands and corresponding power
restrictions. Notice that the maximum permitted output power depends on the emis-
sion bandwidth; for a bandwidth of 20 MHz, you are allowed to transmit at the
maximum power levels listed in the middle column of Table 2.2. For a bandwidth
smaller than 20 MHz, the power limit reduces to the value specified in the right
column.

Like the TEEE 802.11 standard, the European ETSI HIPERLAN Type 1 stan-
dard [52] specifies both MAC and PHY. Unlike IEEE 802.11, however, no
HIPERLAN Type 1-compliant products are available in the market place. A newly
formed ETSI WG called Broadband Radio Access Networks (BRAN) is now work-
ing on extensions to the HIPERLAN standard. Three extensions are under develop-
ment: HIPERLAN/2, a wireless indoor LAN with a QoS provision; HiperLink, a
wireless indoor backbone; and HiperAccess, an outdoor, fixed wireless network
providing access to a wired infrastructure.

In Japan, equipment manufacturers, service providers, and the Ministry of Post
and Telecommunications are cooperating in the Multimedia Mobile Access Com-
munication (MMAC) project to define new wireless standards similar to those of
IEEE 802.11 and ETSI BRAN. Additionally, MMAC is also looking into the possi-
bilities for ultra-high-speed wireless indoor LANs supporting large-volume data
transmission at speeds of up to 156 Mbps using frequencies in the 30-300-GHz
band.

In July 1998, the IEEE 802.11 standardization group decided to select OFDM as
the basis for its new 5-GHz standard, targeting a range of data rates from 6 up to 54
Mbps [53, 54]. This new standard is the first to use OFDM in packet-based

Table 2.2 U.S. 5.2-GHz UNII Band

Location Maximum Output Power Minimum Of
5.150-5.250 GHz 50 mW 4 dBm + 10log, B*
5.250-5.350 GHz 250 mW 11 dBm + 10log,,B
5.725-5.825 GHz 1,000 mW 17 dBm + 10log, B

B is the —26-dB emission bandwidth in megahertz.
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communications; the use of OFDM until now has been limited to continuous trans-
mission systems like DAB and digital video broadcasting (DVB). Following the
IEEE 802.11 decision, ETSI BRAN and MMAC also adopted OFDM for their PHY
standards. The three bodies have worked in close cooperation since then to make
sure that differences among the various standards are kept to a minimum, thereby
enabling the manufacturing of equipment that can be used worldwide.

The focus of this section is on the PHY side. In the case of the IEEE 802.11
standard, the MAC layer for the higher data rates remains the same as for the cur-
rently supported 1- and 2-Mbps rates. A description of this MAC can be found
in [54].

2.1.2.1 OFDM Parameters

Table 2.3 lists the main parameters of the draft OFDM standard. A key parameter
that largely determines the choice of the other parameters is the guard interval (GI)
of 800 ns. This GI provides robustness to rms delay spreads of up to several hundred
nanoseconds, depending on the coding rate and modulation used. In practice, this
means that the modulation is robust enough to be used in any indoor environment,
including large factory buildings. It can also be used in outdoor environments,
although directional antennas may be needed to reduce the delay spread to an
acceptable amount and increase the range.

To limit the relative amount of power and time spent on the guard time to
1 dB, the symbol duration chosen is 4 us. This also determines the SC spacing
at 312.5 kHz, which is the inverse of the symbol duration minus the guard
time. By using 48 data SCs, uncoded data rates of 12 to 72 Mbps can be achieved
by using variable modulation types from binary phase shift keying (BPSK) to
64-QAM. In addition to the 48 data SCs, each OFDM symbol contains an addi-
tional four pilot SCs, which can be used to track the residual carrier frequency offset
that remains after an initial frequency correction during the training phase of the
packet.

To correct for SCs in deep fades, forward error correction (FEC) across the SCs
is used with variable coding rates, giving coded data rates from 6 to 54 Mbps.

Table 2.3 Main Parameters of the OFDM Standard

Data rate 6,9,12, 18, 24, 36, 48, 54 Mbps
Modulation BPSK, QPSK, 16-QAM, 64-QAM
Coding rate 1/2,2/3, 3/4

Number of SCs 52

Number of pilots 4

OFDM symbol duration 4 us

Guard interval 800 ns

SC spacing 312.5 kHz

-3-dB bandwidth 16.56 MHz

Channel spacing 20 MHz
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Convolutional coding is used with the industry standard rate 1/2, constraint length 7
code with generator polynomials (133,171). Higher coding rates of 2/3 and 3/4 are
obtained by puncturing the rate 1/2 code. The 2/3 rate is used together with
64-QAM only to obtain a data rate of 48 Mbps. The 1/2 rate is used with BPSK,
QPSK, and 16-QAM to give rates of 6, 12, and 24 Mbps, respectively. Finally, the
3/4 rate is used with BPSK, quadrature phase shift keying (QPSK), 16-QAM, and
64-QAM to give rates of 9, 18, 36, and 54 Mbps, respectively.

2.1.2.2 Differences Between IEEE 802.11, HIPERLAN/2, and MMAC

The main differences between IEEE 802.11 and HIPERLAN/2—which is standard-
ized by ETSI BRAN [55]—are in the MAC. TEEE 802.11 uses a distributed MAC
based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA),
while HIPERLAN/2 uses a centralized and scheduled MAC based on wireless asyn-
chronous transfer mode (ATM). MMAC supports both of these MACs. As far as the
PHY is concerned, there are a few relatively minor differences between IEEE 802.11
and HIPERLAN/2, which are summarized next.

HIPERLAN uses different training sequences. The long training symbol is the
same as for IEEE 802.11, but the preceding sequence of short training symbols is dif-
ferent. A downlink transmission starts with 10 short symbols as IEEE 802.11, but
the first 5§ symbols are different in order to detect the start of the downlink frame.
The rest of the packets in the downlink frame do not use short symbols, only the
long training symbol. Uplink packets may use 5 or 10 identical short symbols, with
the last short symbol being inverted.

HIPERLAN uses extra puncturing to accommodate the tail bits to keep an inte-
ger number of OFDM symbols in 54-byte packets. This extra operation punctures
12 bits out of the first 156 bits of a packet.

In the case of 16-QAM, HIPERLAN uses a coding rate of 9/16 instead of 1/2,
giving a bit rate of 27 instead of 24 Mbps, to get an integer number of OFDM sym-
bols for packets of 54 bytes. The rate 9/16 is made by puncturing 2 out of every 18
encoded bits.

Both IEEE 802.11 and HIPERLAN scramble the input data with a length 127
pseudorandom sequence, but the initialization is different. IEEE 802.11 initializes
with seven random bits, which are inserted as the first seven bits of each packet. In
HIPERLAN, the scrambler is initialized by {1, 1, 1}, plus the first four bits of the
broadcast channel at the beginning of a MAC frame. The initialization is identical
for all packets in a MAC frame. HIPERLAN devices have to support power control
in the range of =15 to 30 dBm with a step size of 3 dB.

Dynamic frequency selection is mandatory in Europe over a range of at least 330
MHz for indoor products and 255 MHz (upper band only) for outdoor products.
This means that indoor products have to support a frequency range from 5.15 to at
least 5.6 GHz, covering the entire lower band and a part of the European upper
band. Dynamic frequency selection was included to avoid the need for frequency
planning and to provide coexistence with radar systems that operate in the upper
part of the European 5-GHz band.
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2.2 MAC in WLAN Standards

The MAC protocols form the basis of efficient use of a channel, be it wireline or
wireless. When numerous users desire to transmit on a channel at the same time,
conflicts occur, so there must be procedures on how the available channel capacity
is allocated. These procedures constitute the MAC protocol rules each user has to
follow in accessing the common channel [30]. The channel thus becomes a shared
resource whose allocation is critical to the proper functioning of the network. With
the boom of WLANSs, an efficient MAC has become a must.

To design an appropriate MAC protocol, one has to understand the wireless
network under discussion [30-32]. The first things that should be understood are a
system’s duplexing scheme and the network architecture. A MAC protocol is
dependent on these two issues.

Duplexing refers to mechanisms for wireless devices to send and receive. There
are two duplexing methods: time-based or frequency-based. Sending and receiving
data in same frequency at different time periods is known as time-division duplex-
ing (TDD), while sending and receiving data at the same time at different frequen-
cies is known as frequency-division duplexing (FDD).

A wireless network can be distributed or centralized. In distributed networks
each device accesses the medium individually and transmits the data without any
central control. Distributed network architectures require the same frequency and
thus makes use of TDD. IEEE 802.11 is an example of distributed network architec-
ture. On the other hand, a centralized network architecture has one network ele-
ment that controls the communication of various devices. Such network
architectures can make use of both TDD and FDD. HIPERLANY/2 is an example of
centralized network architecture.

This section discusses the MAC protocols in IEEE 802.11 [33, 34] and
HIPERLAN/2 [35]. As IEEE 802.11 is the most commonly used WLAN, it is
explained in more detail.

2.2.1 IEEE 802.11

IEEE 802.11 was standardized to satisfy the needs of wireless data networking. In
CSMA/CA, the MAC protocol adopted by TEEE 802.11 [3, 10], the basic channel
access method is random backoff CSMA with a MAC-level acknowledgment. A
CSMA protocol requires the STA to listen before talking. In this protocol only one
user can access the medium at a time, while the system is mostly used for low-data-
rate applications (Internet access, e-mail).

IEEE 802.11 basic medium access behavior allows interoperability between
compatible PHYs through the use of the CSMA/CA protocol and a random backoff
time following a busy medium condition. In addition, all traffic uses immediate
positive acknowledgment (ACK), where the sender schedules a retransmission if no
ACK is received. The IEEE 802.11 CSMA/CA protocol is designed to reduce the col-
lision probability between multiple stations accessing the medium at the point
where collisions would most likely occur. Collisions are most likely to happen just
after the medium becomes free, that is, just after busy medium conditions, because
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multiple stations would have been waiting for the medium to become available
again. Therefore, a random backoff arrangement is used to resolve medium-
contention conflicts. The IEEE 802.11 MAC also describes the way beacon frames
are sent by the AP at regular intervals (like 100 ms) to enable stations to monitor the
presence of the AP. The MAC also gives a set of management frames that allow a
station to scan actively for other APs on any available channel. Based on this infor-
mation the station may decide on the best-suited AP. In addition, the 802.11 MAC
defines special functional behavior for the fragmentation of packets, medium reser-
vation via request-to-send/clear-to-send (RTS/CTS) polling interactions, and point
coordination (for time-bounded services) [33].

The MAC sublayer is responsible for channel allocation procedures, protocol
data unit (PDU) addressing, frame formatting, error checking, and fragmenta-
tion and reassembly. The transmission medium can operate in the contention
mode exclusively, requiring all stations to contend for access to the channel for
each packet transmitted. The medium can also alternate between the conten-
tion mode, known as the contention period (CP), and a contention-free period
(CFP). During the CFP, medium usage is controlled (or mediated) by the AP,
thereby eliminating the need for stations to contend for channel access. IEEE 802.11
supports three different types of frames: management, control, and data. Manage-
ment frames are used for station association and disassociation with the AP, tim-
ing and synchronization, and authentication and deauthentication. Control frames
are used for handshaking during the CP, for positive acknowledgments during the
CP, and to end the CFP. Data frames are used for the transmission of data during the
CP and CFP and can be combined with polling and acknowledgments during
the CFP.

As the contention-free mode is not used, this section will discuss the contention
mode of IEEE 802.11 MAC, which is also known as the distributed coordination
function (DCF). The RTS/CTS mechanism of IEEE 802.11 is not discussed in this
chapter. The IEEE 802.11 MAC discussed here is the original MAC and not IEEE
802.11e or i, which present work on QoS and security, respectively.

2.2.1.1 DCF

The DCEF is the fundamental access method used to support asynchronous data
transfer on a best-effort basis. As identified in the IEEE 802.11 specification [3, 10],
all stations must support the DCF. The DCF operates solely in the ad hoc network
and either operates solely or coexists with the point coordination function (PCF) in
an infrastructure network. Figure 2.7 depicts the MAC architecture and shows that
the DCEF sits directly on top of the PHY and supports contention services. Conten-
tion services imply that each station with a packet queued for transmission must
contend for access to the channel and, once the packet is transmitted, must recon-
tend for access to the channel for all subsequent frames. Contention services pro-
mote fair access to the channel for all stations [33].

The DCF is based on CSMA/CA. In IEEE 802.11, carrier sensing is performed at
both the air interface, referred to as physical carrier sensing, and at the MAC
sublayer, referred to as virtual carrier sensing. Physical carrier sensing detects the
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Figure 2.7 MAC architecture.

presence of other IEEE 802.11 WLAN users by analyzing all detected packets and
also detects activity in the channel via relative signal strength from other sources.

A source station performs virtual carrier sensing by sending packet duration
information in the header of RTS, CTS, and data frames. A packet is a complete
data unit that is passed from the MAC sublayer to the PHY. The packet contains
header information, payload, and a 32-bit cyclic redundancy check (CRC). The
duration field indicates the amount of time (in microseconds) after the end of the
present frame that the channel will be utilized to complete the successful transmis-
sion of the data or management frame. Stations in the basic service set (BSS) use the
information in the duration field to adjust their network allocation vector (NAV),
which indicates the amount of time that must elapse until the current transmission
session is complete and the channel can be sampled again for idle status. The chan-
nel is marked busy if either the physical or virtual carrier sensing mechanisms indi-
cate the channel is busy.

Priority access to the wireless medium is controlled through the use of inter-
frame space (IFS) time intervals between the transmissions of frames. The IFS inter-
vals are mandatory periods of idle time on the transmission medium. Three IFS
intervals (see Figure 2.8) are specified in the standard: short IFS (SIFS), point coordi-
nation function IFS (PIFS), and DCF-IFS (DIFS). The SIFS interval is the smallest
IES, followed by PIFS, then DIFS. Stations only required to wait a SIFS period have
priority access over those stations required to wait a PIFS or DIFS period before
transmitting; therefore, SIFS has the highest-priority access to the communications
medium. For the basic access method, when a station senses the channel is idle, the
station waits for a DIFS period and samples the channel again. If the channel is still
idle, the station transmits an MAC protocol data unit (MPDU). The receiving sta-
tion calculates the checksum and determines whether the packet was received cor-
rectly. Upon receipt of a correct packet, the receiving station waits a SIFS interval
and transmits a positive ACK frame back to the source station, indicating that the
transmission was successful. Figure 2.9 is a timing diagram illustrating the success-
ful transmission of a data frame. When the data frame is transmitted, the duration
field of the frame is used to let all stations in the BSS know how long the medium
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Figure 2.9 Transmission of an MPDU without RTS/CTS.

will be busy. All stations hearing the data frame adjust their NAVs based on the
duration field value, which includes the SIFS interval and the ACK following the
data frame.

The collision avoidance portion of CSMA/CA is performed through a random
backoff procedure. If a station with a frame to transmit initially senses that the chan-
nel is busy, then the station waits until the channel becomes idle for a DIFS period,
then computes a random backoff time. For IEEE 802.11, time is slotted in time peri-
ods that correspond to a Slot_Time. The Slot_Time used in IEEE 802.11 is much
smaller than an MPDU and is used to define the IFS intervals and determine the
backoff time for stations in the CP. The Slot_Time is different for each PHY imple-
mentation. The random backoff time is an integer value that corresponds to a
number of time slots. Initially, the station computes a backoff time in the range of
zero to seven. Once the medium becomes idle after a DIFS period, stations decre-
ment their backoff timer until the medium becomes busy again or the timer reaches
zero. If the timer has not reached zero and the medium becomes busy, the station
freezes its timer. When the timer is finally decremented to zero, the station transmits
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its frame. If two or more stations decrement to zero at the same time, a collision will
occur, leading to missing ACKs, and each station will have to generate a new back-
off time in the range 0 to 63 for 802.11b or 0 to 31 for 802.11a, multiplied by the
Slot_Time period. The generated backoff time corresponds to a uniform distributed
integer multiple of Slot_Time periods. For the next retransmission attempt, the
backoff time grows to 0 to 127 for 802.11b and 0 to 63 for 802.11a, and so on, with
a maximum range of 0 to 1,023. The idle period after a DIFS period is referred to as
the contention window (CW). The advantage of this channel access method is that it
promotes fairness among stations, but its weakness is that it probably could not
support time-bound services. Fairness is maintained because each station must
recontend for the channel after every transmission of an MPDU. All stations have
equal probability of gaining access to the channel after each DIFS interval. Time-
bounded services typically support applications such as packetized voice or video
that must be maintained with a specified minimum delay. With DCF, there is no
mechanism to guarantee minimum delay to stations supporting time-bounded
services.

2.2.2 HIPERLAN/2

The MAC in HIPERLANY/2 is a part of the data link control (DLC) layer together
with other functions like error control (EC). This section provides a brief descrip-

tion of the MAC layer and frames of HIPERLAN/2 [35].

2.2.2.1 MAC Layer

The MAC scheme of HIPERLANY/2 is based on a central controller, which is located
at the AP. The core task of the central controller is to determine the direction of
information flow between the controller and the terminal at any point. A MAC
frame consists of control and data blocks. The central controller decides which ter-
minal or group of terminals is allowed to transmit in a slot of the frame. The
medium access scheme is classified as load-adaptive time-division multiple access
(TDMA). Each user shall be assigned zero, one, or several slots in a frame. In gen-
eral, the number of slots assigned to an individual user varies from frame to frame
and depends on the actual bandwidth request of the terminal. The uplink and down-
link packets are sent on the same frequency channel in a TDD mode.

Random-access slots are provided to allow STAs to get associated with the con-
troller. In this “bootstrap phase” data is transmitted in a contention-based mode,
collisions may occur. Therefore, a collision resolution algorithm is applied.

Uplink signaling of resource describes the state of the input queues of a STA to
the central controller. The AP collects these requests from all associated STAs and
uses this data to schedule the uplink access times. The results of the scheduling
process are signaled via the frame control channel; that is, a description of the exact
frame structure and slot allocation is contained in the frame control channel. This
control data is valid for the ongoing frame. Further tasks include (1) multiplexing
and demultiplexing of logical channels, (2) service requesting and service granting,
and (3) means for MAC.
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2.2.2.2 MAC Frames

The MAC frame structure (Figure 2.10) comprises time slots for broadcast control,
frame control, access feedback control, and data transmission in downlink, uplink,
and directlink phases, which are allocated dynamically depending on the need for
transmission resources. An STA first has to request capacity from the AP in order to
send its data. This can be done in the random-access channel, where contention for
the same time slot is allowed.

Downlink, uplink and directlink phases consist of two types of PDUs: long
PDUs and short PDUs. The long PDUs (Figure 2.11) have a size of 54 bytes and con-
tain control or user data. The payload is 49.5 bytes, and the remaining 4.5 bytes are
used for the PDU type (2 bits), a sequence number (10 bits), and CRC (CRC-24 bits).
Long PDUs are referred to as the long transport channel. Short PDUs contain only
control data and have a size of nine bytes. They may contain resource requests, auto-
matic repeat request (ARQ) messages, and the like, and they are referred to as the
short transport channel.

Traffic from multiple connections to or from one STA can be multiplexed onto
one PDU train, which contains long and short PDUs. A physical burst is composed
of the PDU train payload and a preamble and is the unit to be transmitted via the
PHY (see Figure 2.12).

MAC frame MAC frame MAC frame

BCH FCH | ACH bL DiL uL RCH
phase | phase | phase
Figure 2.10 The HIPERLAN/2 MAC frame.
54 bytes
< >
PDU SN CRC
type (2 bits)| (10 bitsy | "2Y103d (495 BYIES)| (3t

Figure 2.11 Format of the long PDUs.

Preamble PDU train

Figure 2.12 Format of the PDU train.
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2.3 QoS over WLANSs

QoS is becoming an increasingly important element of any communications system.
In the simplest sense, QoS means providing a consistent, predictable, data delivery
service, or in other words, satisfying the customer application requirements. Provid-
ing QoS means providing real-time (e.g., voice) as well as nonreal-time services.
Voice communication is the primary form of service required by mankind. The pub-
lic telephone network and the equipment that makes it possible are taken for
granted in most parts of the world. The availability of a telephone and access to a
low-cost, high-quality worldwide network is considered essential to a modern soci-
ety (telephones are even expected to work when the power is off).

Support for voice communications using the IP, which is usually just called
Voice over IP (VoIP), has become especially attractive given the low-cost, flat-rate
pricing of the public Internet. VoIP can be defined as the ability to make telephone
calls (i.e., to do everything that can be done today with the Public Switched Tele-
communications/Telephone Network or PSTN) over IP-based data networks with
suitable QoS. This is desirable because the cost/benefit ratio is far superior to that of
the PSTN. Equipment producers see VoIP as a new opportunity to innovate and
compete. The challenge for them is turning this vision into reality by quickly devel-
oping new VolP-enabled equipments that are capable of providing toll-quality serv-
ice. For Internet service providers (ISPs) the possibility of introducing usage-based
pricing and increasing traffic volume is very attractive. Both the ISPs and the net-
work manufacturers face the challenge of developing and producing solutions that
can provide the required voice quality. Users are seeking new types of integrated
voice/data applications, as well as cost benefits.

As WLAN:S are extensions of IP to the wireless, it is necessary to have a Voice
over WLAN (VoWLAN) protocol that fulfils the requirement. Figure 2.13 depicts a
complete system for VOWLAN, IP to plain old telephone service (POTS). Success-
fully delivering VoOWLAN presents a tremendous opportunity; however, imple-
menting these products is not as straightforward a task as it may first appear.

This section presents the QoS mechanisms adopted in the present IEEE 802.11e
(IEEE 802.11 standard for MAC enhancements for QoS) draft standard.

23.1 IEEE802.11e

IEEE 802.11e provides MAC enhancements to support LAN applications with QoS
requirements. The QoS enhancements are available to the QoS-enhanced stations
(QSTAs) associated with a QoS-enhanced access point (QAP) in a QoS-enabled net-
work. A subset of the QoS enhancements may be available for use between QSTAs.
A QSTA may associate with a non-QoS AP in a non-QoS network [6, 7]. Non-QoS
STAs may associate with a QAP. Figure 2.14 depicts the MAC architecture of IEEE
802.11e.

The enhancements that distinguish the QSTAs from non-QoS STAs and the
QAPs from non-QoS APs comprise an integrated set of QoS-related formats and
functions that are collectively termed the QoS facility. The quantity of certain QoS-
specific mechanisms may vary among QoS implementations, as well as between the
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Figure 2.14 IEEE 802.11e MAC architecture.

QSTAs and the QAPs [7]. However, all service primitives, frame formats, coordina-
tion function and frame exchange rules, and management interface functions
defined as part of the QoS facility are mandatory, with the exception of the group
acknowledgement function defined in [7], which is an option separate from the core
QoS facilities. Its presence is indicated by QSTAs separately from the core QoS
facility.
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The IEEE 802.11e standard provides two mechanisms for the support of appli-
cations with QoS requirements.

The first mechanism, designated as the enhanced DCF (EDCF), is based on the
differentiating priorities at which the traffic is to be delivered. This differentiation is
achieved through varying the amount of time a station would sense the channel to
be idle, the length of the CW during a backoff, or the duration for which a station
may transmit once it has the channel access.

The second mechanism allows for the reservation of transmission opportunities
with the hybrid coordinator (HC). A QSTA based on its requirements requests the
HC for transmission opportunities, both for its own transmissions as well as for
transmissions from the HC to itself. The HC, based on an admission control policy,
either accepts or rejects the request. If the request is accepted, it schedules transmis-
sion opportunities for the QSTA. For transmissions from the STA, the HC polls a
QSTA based on the parameters supplied by the QSTA at the time of its request. For
transmissions to the QSTA, the HC queues the frames and delivers them periodi-
cally, again based on the parameters supplied by the QSTA. This mechanism is
expected to be used for applications such as voice and video, which may need a peri-
odic service from the HC. This mechanism is a hybrid of several proposals studied
by the standardization committee.

2.3.2 Interframe Spacing

The time interval between the frames is called the IFS. A STA determines that the
medium is idle through the use of the carrier sense function for the interval specified.
Five different IFSs are defined to provide priority levels for access to the wireless
media; they are listed in order, from the shortest to the longest, except for the arbi-
tration IFS (AIFS). Figure 2.15 shows some of these relationships. The different IFSs
are independent of the STA data rate.

* SIFS;
* PIFS;
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Figure 2.15 Interframe spacing for enhanced MAC.
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* DIFS;
* AIFS (used by the QoS facility);
* Extended IFS.

The AIFS is to be used by QSTAs to transmit data and management frames. A
QSTA using the EDCEF is allowed a transmit opportunity (TxOP) for a particular
traffic class (TC) if its carrier sense mechanism determines that the medium is idle at
the TxAIFS(TC) slot boundary following a correctly received frame and the backoff
time for that TC has expired.

2.3.3 Other QoS-Related Developments

IEEE 802.11e is also looking into admission control and scheduling, which will of
course complete the picture for QoS support. Besides this the IEEE 802.11 standard
is also looking into overlapping cell issues, which are very important for QoS, espe-
cially for a system with very few, unlicensed, nonoverlapping channels. Another
ongoing work is IEEE 802.11f, which looks at the IAPP (approved as a standard in
July 2003) [15]. Transferring context information from one AP to another will help
in fast and seamless handover.

2.4 Security in IEEE 802.11

Barely a decade ago computers communicating by wireline medium replaced filing
cabinets with strong combination locks. Communicating through a wireline
medium meant the end (almost) of physical means of protecting sensitive informa-
tion and a major change in the requirements for information security. Now, the
communicating medium is becoming wireless. WLAN usage is exploding, and the
once envisaged usage environments have already been reached: the markets of aca-
demia, enterprises, and the public. Security is an issue that can cause a major setback
to the growth of WLANs [36-50].

This section discusses security in the current IEEE 802.11 standard and its secu-
rity issues [43]. The section also discusses the current draft of IEEE 802.11i, the
IEEE 802.11 security enhancements standard, and the IEEE 802.11f standard for
fast mobility (IEEE 802.11 uses the word roaming, which is the same as handover in
mobile communications).

2.4.1 Current IEEE 802.11
2.4.1.1 Authentication

IEEE 802.11 defines two subtypes of authentication service: open system and shared
key [43].

Open-system authentication is the simplest of the available authentication algo-
rithms. Essentially, it is a null authentication algorithm. Any STA that requests
authentication with this algorithm may become authenticated if the recipient station
is set to open-system authentication.
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Shared-key authentication supports authentication of the STA as either a mem-
ber of those who know a shared secret key or a member of those who do not. IEEE
802.11 shared-key authentication accomplishes this without the need to transmit
the secret key in the clear, requiring the use of the wired equivalent privacy (WEP)
mechanism. Therefore, this authentication scheme is only available if the WEP
option is implemented. The required secret shared key is presumed to have been
delivered to participating STAs via a secure channel that is independent of IEEE
802.11. During the shared-key-authentication exchange, both the challenge and the
encrypted challenge are transmitted. This facilitates unauthorized discovery of the
pseudorandom number (PRN) sequence for the key/initialization vector (IV) pair
used for the exchange. Therefore, the same key/IV pair for subsequent frames
should not be used. Figure 2.16 shows the shared-key-authentication process.

2.4.1.2 WEP

The WEP algorithm is a sort of electronic codebook in which a block of plaintext is
bitwise XORed with a pseudorandom key sequence of equal length. The key
sequence is generated by the WEP algorithm.

Referring to Figure 2.17 and viewing from the left to the right, the encipherment
begins with a secret key that has been distributed to the cooperating STAs by an
external key-management service. WEP is a symmetric algorithm in which the same
key is used for encipherment and decipherment.

The secret key is concatenated with an IV, and the resulting seed is an input to
the pseudorandom number generator (PRNG). The PRNG outputs a key sequence k
of pseudorandom octets equal in length to the number of data octets that are to be
transmitted in the MPDU, plus four [since the key sequence is used to protect the
integrity check value (ICV) as well as the data]. Two processes are applied to the
plaintext MPDU. To protect against unauthorized data modification, an integrity
algorithm operates on the plaintext MPDU to produce an ICV. Encipherment
is then accomplished by mathematically combining the key sequence with the

g %

Authentication request
=== (shared-key authentication) [==>

— ‘_| “Challenge” text string |_

WEP encryption
of challenge text “Challenge” text string,
L == encrypted with shared key

WEP decryption
of encrypted text
<= Positive or negative response | ————7

based on decryption result

Figure 2.16 Shared-key authentication.
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Figure 2.17 WEP encipherment block diagram.

plaintext concatenated with the ICV. The output of the process is a message contain-
ing the IV and ciphertext.

In Figure 2.18, from left to right, the decipherment begins with the arrival of a
message. The IV of the incoming message shall be used to generate the key sequence
necessary to decipher the incoming message. Combining the ciphertext with the
proper key sequence yields the original plaintext and the ICV. Correct decipherment
is verified by performing the integrity check algorithm on the recovered plaintext
and comparing the output ICV’ to the ICV transmitted with the message. If ICV” is
not equal to ICV, the received MPDU is in error and an error indication is sent to the
MAC management.

2.4.1.3 |EEE 802.11 Security Issues

The following security issues of IEEE 802.11 are known at the time of this writing:

* Shared-key authentication: Shared-key authentication suffers a known plain-
text attack; recovering the pseudorandom string by XORing the plaintext and
ciphertext of challenge, which can be eavesdropped from the air. Then the
pseudorandom string can be used in a new authentication, even though the
“shared secret” is not recovered.

Secret

ki
a2l Key

\% .
sequence |
Seed. [ WEP q Plaintext

= I " LPRNG ® . L> Integrity ICY
Ciphertext > algorithm

ICV ICV=ICV'?

Message

Figure 2.18 WEP decipherment block diagram.
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* Mutual authentication: WEP provides no mutual authentication between the
station and the AP; that is, the AP can authenticate the station, but not vice
versa.

* Key management: There is no real key management in WEP, but two methods
of using WEP keys are provided. The AP and the stations share the use of the
four (default) keys. The compromising of each of the nodes means a compro-
mise of the wireless network. A key mappings table is used at the AP. By this
method, each unique MAC address can have a separate key. The size of a key
mappings table should be at least 10 entries according to the 802.11 specifica-
tion; however, it is likely chip-set dependent. The use of a separate key for
each user mitigates the known cryptographic attacks, but requires more effort
in manual key management. Since key distribution is not defined in WEP and
can be done only manually, many of the organizations deploying wireless net-
works use either a permanent fixed cryptographic variable, or key, or no
encryption at all.

* Other problems: Because WLAN APs are usually connected to intranets,
which are protected by firewalls, a compromise of the WLAN can result in a
serious exposure of the intranets. Using the same key for authentication and
encryption increases the possibility of compromise.

For details on security issues, see [44].

2.4.2 IEEE 802.11i and IEEE 802.11f

This section provides an overview of IEEE 802.111i, security enhancements of IEEE
802.11, and IEEE 802.11f, TAPP. IEEE 802.11f was recently accepted as a standard.
A short description of IEEE 802.1X is also given as it plays an important role in
future WLAN security solutions.

2.4.2.1 IEEE 802.11i

IEEE 802.11i is a security enhancement standard currently in the draft stage.

As the IEEE 802.11i standard is not yet available, IEEE 802.11 vendors are pro-
viding security solutions to bridge the gap. These solutions started with an extended
WEP key size, which was adopted by the standard, providing RADIUS and MAC
address—based authentication, IEEE 802.1X port-based user authentication, and
Advanced Encryption Standard (AES)-based encryption.

Seeing the market situation, WiFi, the IEEE 802.11 interoperability industry
alliance, is introducing the Temporal Key Integrity Protocol (TKIP) as a simple, but
secure, intermediary solution [11]. This solution is usually known as WiFi Protected
Access (WPA) and is already available from some vendors. The WPA provides
enhanced data encryption through TKIP, user authentication via IEEE 802.1X and
EAP, and mutual authentication; for ease of transition, WiFi certified products are
software upgradeable.

The following gives an overview of the current IEEE 802.11i draft.
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The Robust Security Network

IEEE 802.11i defines a robust security network (RSN). An RSN provides a number
of additional security features not present in the basic IEEE 802.11 architecture.
These features include

* Enhanced authentication mechanisms for both the APs and the STAs;
* Key management algorithms;
* Dynamic, association-specific cryptographic keys;

* An enhanced data-encapsulation mechanism called Wireless Robust Authenti-
cated Protocol (WRAP).

An RSN makes extensive use of protocols above the IEEE 802.11 MAC layer to
provide authentication and key management. This allows the IEEE 802.11 standard
both to take advantage of the work already done by other standardization bodies as
well as to avoid duplicating functions at the MAC layer that are already performed
at the higher layers. An RSN introduces several new components into the IEEE
802.11 architecture:

* IEEE 802.1X port: This is present on all STAs in an RSN and resides above
the 802.11 MAC. All data traffic that flows through the RSN MAC also
passes through the IEEE 802.1X port.

* Authentication agent (AA): This component resides on top of the IEEE
802.1X port at each STA and provide authentication and key management.

* Authentication server (AS): The AS is an entity that resides in the network and
participates in the authentication of all STAs (including the APs). It may
authenticate the elements of the RSN itself, or it may provide material that the
RSN elements can use to authenticate each other.

As the IEEE 802.1X plays an important role in the IEEE 802.111, it is explained
separately in a later section.

Security Goals

An RSN does not directly provide the services. Instead, an RSN uses IEEE 802.1X to
provide the access control and key distribution; the confidentiality is provided as a
side effect of the key distribution. Some of the security goals of the IEEE 802.11i
include the following;:

* Authentication: An RSN-capable IEEE 802.11 network also supports upper-
layer authentication based on IEEE 802.1X. Upper-layer authentication util-
izes the protocols above the MAC layer to authenticate the STAs and the net-
work with one another.

* Deauthentication: In an RSN using upper-layer authentication, the deauthen-
tication may result in the disabling of the IEEE 802.1X-controlled port for the
station.
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* Privacy: IEEE 802.11i provides three cryptographic algorithms to protect the
data traffic. Two are based on the RC4 algorithm defined by RSA, and the
third is based on the AES. This standard refers to these as WEP, TKIP, and
WRAP. A means is provided for the stations to select the algorithm to be used
for a given association.

WRAP, adopted by IEEE 802.11i, is based on the AES and the offset code-
book (OCB).

Key distribution: IEEE 802.11i supports two key distribution mechanisms:
manual key distribution and automatic key distribution. Automatic key distri-
bution is available only in an RSN that uses IEEE 802.1X to provide key dis-
tribution services. An RSN allows a number of authentication algorithms to
be utilized. The standard does not specify a mandatory-to-implement upper-
layer authentication protocol.

* Data origin authentication: This mechanism is available only to stations using
WRAP and TKIP. Data origin authenticity is only applicable to unicast traffic.

* Replay detection: This mechanism is also available only to stations using the

WRAP and the TKIP.

IEEE 802.1X
IEEE 802.1X is the standard for port-based network access control, which applies
to IEEE 802.3 Ethernet, Token Ring, and WLAN [46]. Based on the Point-to-Point
Protocol (PPP) Extensible Authentication Protocol (EAP) [47], IEEE 802.1X
extends the EAP from PPP to the LAN applications. This standard defines EAP over
LAN (EAPOL), a protocol that provides a framework for negotiating the authenti-
cation method. It defines no explicit authentication protocol itself and is extensible
to many authentication protocols. It must be made clear that IEEE 802.1X is not an
authentication protocol; nor does it guarantee a secure authentication algorithm for
wireless applications.

Some of the terms used in the IEEE 802.1X and its relation with the WLAN are
explained next.

* IEEE 802.1X supplicant: The entity at one end of the point-to-point LAN seg-
ment that is being authenticated; the software on the STA that implements the
EAP;

* Authenticator: The entity that facilitates authentication of the entity attached
to the other end of that link; the software on the AP that forwards the EAP
control packets to the authentication server, enables/blocks the port, or uses
received information;

* Authentication server: The entity that provides an authentication service to
the authenticator; the Radius server, the Kerberos server, or the Diameter
server; can be integrated into the AP.

Figure 2.19 shows the message sequence chart (MSC) of IEEE 802.1X. IEEE
802.1X has two ports. The data port at the authenticator is open until the authenti-
cation server authenticates the supplicant. Once the supplicant is authenticated, the
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Figure 2.19 IEEE 802.1X EAPOL MSC.

data port is closed, and normal data communication can take place. IEEE 802.1X,
together with the EAP, allows several different methods of authentication, some of
which are also mentioned in the figure:

* EAP-Transport Layered Security;

* EAP-Secure Remote Password;

* EAP-Tunneled TLS;

* EAP-Subscriber Identity Module of GSM;

* EAP-Authentication and Key Agreement of Universal Mobile Telecommuni-
cations System (UMTS);

* EAP-Message Digest 5;
* Protected EAP.

2.4.2.2 IEEE 802.11f

IEEE 802.11f, IAPP, is a communication protocol used by one AP to communicate
with other APs. It is a part of a communications system comprising APs, STAs, a
backbone network, and the RADIUS infrastructure [48].

The RADIUS servers provide two functions:
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1. Mapping the ID of an AP to its IP address;
2. Distribution of keys to the APs to allow the encryption of the

communications between the APs.

The function of the IAPP is to facilitate the creation and maintenance of the

wireless network, support the mobility of the STAs, and enable the APs to enforce
the requirement of a single association for each STA at a given time.

One of the services the IAPP provides is proactive caching. Proactive caching

is a method that supports fast roaming by caching the context of a STA in the
APs to which the STA may roam. The next AP’s are identified dynamically, that is,
without management preconfiguration, by learning the identities of neighboring
the APs.
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Appendix 2A: ISM Bands

Location

Regulatory Range

Maximum Output Power

Standard

Europe

North America

Japan

2,400-2,483.5 MHz
5,150-5,350 MHz
5,470-5,725 MHz

2,400-2,483.5 MHz
5,150-5,250 MHz
5,250-5,350 MHz
5,725-5,825 MHz

2,400-2,497 MHz
5,150-5,250 MHz
4,900-5,000 MHz
(until 2007)
5,030-5,091 MHz
(from 2007)

10 mW/MHz (maximum
100 mW)

200 mW
1,000 mW

1,000 mW

2.5 mW/MHz (maximum
50 mW)

12.5 mW/MHz (maximum
250 mW)

50 mW/MHz (maximum
1,000 mW)

10 mW/MHz (maximum
100 mW)

Indoor 200 mW

IEEE 802.11b,g, HomeRF,
WBFH, Bluetooth

HIPERLAN/2

HIPERACCESS
(FWA < 11 GHz)

IEEE 802.11a

IEEE 802.11b,g, HomeRF,
WBFH, Bluetooth

HIPERLAN Type 2

BWIF, IEEE 802.16
HUMAN

IEEE 802.11a
IEEE 802.11b,g, HomeRF,
WBFH, Bluetooth

HIPERLAN Type 2
(MMAC HiSWAN)

IEEE 802.11a (MMAC)
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Appendix 2B: Comparison of WLAN and WPAN Standards
IEEE 802.15 1.0
Standard IEEE 802.11/b IEEE 802.11a/g HIPERLAN/2 and Bluetooth  HomeRF
Mobile 2,400-2,483 (North a: 5,150-5,250 (Europe, Same as 802.11a 2,400-2483 (North  2,400-2,483 (North
frequency range America/Europe) North America, Japan) America/Europe) America/Europe)
(MHz) 2,470-2,499 5,250-5,350 (Europe, North 2,470-2499 (Japan) ~ 2,470-2,499
(Japan) America) (Japan)

5,470-5,725 (Europe)

5,725-5,825 (North

America)

4,900-5,000 (Japan)

g: same as [EEE 802.11/b
Multiple-access CSMA/CA CSMA/CA (distributed and TDMA (centralized) TDMA (centralized) TDMA
method (distributed and centralized) (distributed)/

centralized) CSMA (centralized)

Duplex method TDD TDD TDD FDD TDD
Number of inde- FHSS:79 a: 12 12 FHSS: 79 FHSS: 79
pendent channels ~ DSSS:3 to 5 g:3t05
Modulation FHSS a/g: OFDM 48 carriers OFDM 48 carriers FHSS GFSK (0.5 FHSS GFSK (0.5

Channel bit rate
(Mbps)

GFSK (0.5 Gaussian
Filter)

DSSS

DBPSK (1 Mbps),
DQSK (2 Mbps)

b DSSS:

CCK

lor2
b355orll

6 Mbps BPSK 1/2

9 Mbps BPSK 3/4

12 Mbps QPSK 1/2

18 Mbps QPSK 3/4

24 Mbps 16-QAM 1/2

36 Mbps 16-QAM 3/4

48 Mbps 64-QAM 2/3

54 Mbps 64-QAM 3/4

g PBCC and DSSS OFDM
optional

alg: 6,9, 12, 18, 24, 36, 48
and 54

6 Mbps BPSK 1/2

9 Mbps BPSK 3/4

12 Mbps QPSK 1/2

18 Mbps QPSK 3/4

24 Mbps 16-QAM 1/2
36 Mbps 16-QAM 9/16
48 Mbps 64-QAM 3/4
54 Mbps 64-QAM 3/4

6,9,12, 18, 24, 36, 48
and 54

Gaussian filter)

1

Gaussian filter)

lor2
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3.1 Introduction

A WPAN is a networked collection of devices situated within a short range (10
meters is often a reference radius) [1-118]. The attribute “personal” stems from the
fact that this collection of devices presumably belongs to an individual, forming his
or her WPAN. Thus, the WPAN forms a wireless “bubble” around the person,
referred to as the personal operating space (POS). Besides the connection among the
personal devices that form the bubble, the WPAN should provide the user with a
seamless, ad hoc connection to the compatible resources and APs that enter her
POS. The WPAN bubble can expand and contract dynamically, depending on need;
it may connect to the wall repeaters to access to the Internet or it can be dynamically
stretched to include access to sensors and actuators.

The main design objectives of WPAN technology are low power consumption,
operation in the unlicensed spectrum, low cost, and small package size. Low power
consumption is a critical issue since the rate at which battery performance improves
is fairly slow, compared to the explosive overall growth in wireless communica-
tions. Therefore, the wireless protocol itself should employ economic usage of bat-
tery energy. The WPAN systems use license-free wireless links because this is the
only way to achieve ubiquitous connectivity without adverse impact on an existing
wireless infrastructure. Finally, the low-cost single-chip solution sets the economic
and ergonomic conditions for the wide spread of the WPAN technology.

3.1.1 Emergence of Personal Area Networking (The Person-Centered
Concept)

The notion of the personal area network (PAN) is wider (and older) than the notion
of the WPAN. The main goal of a PAN is, again, the networking of proximate
devices, but it does not necessarily use the wireless medium. Instead, it may use the
electric field with a human body as a conductor, magnetic field, and so forth. A
good overview for PAN physical solutions can be found in [15]. Because the discus-
sion here is chiefly restricted to WPAN, the terms WPAN and PAN will be used
interchangeably. The cases where PAN is not WPAN will be explicitly noted.

The present notion of PAN came about as an accretion of several developments
and tendencies. Some of them were strongly interrelated from the very beginning;
nevertheless, all tendencies now tend to be merged in a unique conception. These
factors led to the emergence of the PAN, which traced its independent evolutionary
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line afterward, defining its own application scenarios and motivating the appear-
ance of new applications and services.

* Bridging different wireless standards: Today, we face a diverse set of wireless
access technologies applied in wide area cellular networks (GSM, 1S-95,
IMT-2000), personal communication systems, and WLANs (802.11,
HIPERLAN). Most of these systems, however, are still tailored toward a nar-
row and specific application scenario.

Hence, there is a need for a single universal low-cost wireless communica-
tion system that offers a user-friendly and efficient way to access information
using a variety of devices such as mobile PCs, mobile phones, PDAs, pagers,
and digital cameras. Such a wireless solution would bring together all of these
technologies applied in different sectors and at the same time provide a univer-
sal and ubiquitous connectivity solution between computing and communica-
tions devices.

* Very high wireless data rates: The user’s need for bandwidth is increasing con-
tinuously. In fact, the need for higher data speeds drove the evolution of 2G
wireless systems to the 3G UMTS. Further increasing data rates beyond UMTS
requires the use of picocells.

The low-power, picocellular nature of PANs implies high spatial capacity,
defined as bits per second per square meter, or bps/m” [18]; that is, it enables a
more efficient spatial reuse of the radio spectrum. The short-range wireless
networks, such as PANs and WLANSs, can support significantly higher data
rates than the ones offered by the 3G wireless systems. Figure 3.1 depicts the
mobility versus data-rate graph for existing and future wireless technologies.

Mobility and Range

High—speedA
vehicular \
rural ’_
Vehicular
urban
>
(%]
(&)
Fixed urban
UMTS IEEE 802.11a/b
. (WLAN)
Pedestrian HIPERLAN2,
DECT | MMAC BRAN
Indoor
Personal area Bluetooth WPAN Broadband WPAN
0.5 2 10 20 155 1,000 (Mbps)

Total data rate per cell

Figure 3.1 The settlement of existing and future wireless technologies.
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* Zimmermann’s work on PAN: Zimmerman [19] introduced the term PAN to
denote a communication between proximal electronic devices by using the
body as a conduit for information. This “body network” has been conceived
as a support to the intelligent environment that the person “carries” herself.
The motivation for such a network comes from the fact that there is a need for
data exchange not only across large distances (which is conventionally
referred to as communications), but also between people who are at a “con-
versational” distance.

It may be concluded that Zimmerman’s PAN is a concrete contribution to
the trend of ubiquitous communications that largely inspires investigation of
new classes of communication services with the attribute “personal.”

* Cable replacement: This development did not bear the revolutionary flavor
of Zimmerman’s work, but occurred as a logical next step in the enhancement
of computers and electronic appliances. Here we refer to the initiatives
for developing cable-replacement or “last-meters” technologies instantiated
through the specifications of the Infrared Data Association (IrDA), HomeRF,
and Bluetooth WGs. Each of these technologies surpassed its initial tar-
get, offering far more flexibility to the electronic devices than mere cable
replacement.

* Ergonomic settlement of personal electronic devices: This is closely related to
cable replacement. The possibility of wireless interconnection of proximal
devices motivates investigation of new computing structures directed toward
calm technology [20]. For example, the PDA’s keyboard can be a control
interface to all other personal devices.

* Ubiquity of Internet access: The number of APs to the wired Internet has
grown significantly. People need Internet access everywhere: at home, in
enterprises, in public spaces. The WPAN will equip the individual with “wear-
able” Internet access.

* Spectrum regulation issues: The crowding of the radio spectrum has caused
the development of wireless communication technologies that operate in
the unlicensed spectrum. The paradigm of low-power spread spectrum radio
systems with short radio coverage neatly fits into the troubled contest for
utilization of the radio spectrum. And it is important to note that the exten-
sive research activities on spread spectrum during the last decade promoted
it to a mature and well-examined transmission technology, suitable for
application.

* Cheaper hardware: Shrinking semiconductor costs and lower power con-
sumption for signal processing make it feasible to build or upgrade personal
computing devices with wireless communications capability.

3.1.1.1 Emergence of the Person-Centered Concept

There is a strong consensus that new technologies should be centered on the user,
improving quality of life and adapting to the individual. The communications/com-
puting technology tends toward “invisibility” and “calmness” [20]. The offered
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services tend to be pervasive, causing minimum distraction to the user with respect
to their configuration and usage. The computing environment is becoming smarter
and more responsive, with devices able to establish disposable, seamless connection
to the required resource.

While the traditional communications paradigm aims to establish the communi-
cation link between devices, the focus now shifts to communication among persons
and functional/data resources (here, the term person refers to all personal
communication-enabled devices). The addresses of sources/destinations in commu-
nication links are determined either by the person who owns them, the service they
are able to offer, or the resource’s contents. This causes radical changes in design, for
example, in addressing (content-based or capability-based), security, and so forth.
As a consequence, new research fields are emerging, addressing different aspects of
this problem. Examples are service portability and virtual home environments [21],
concepts aimed at providing users with the same service experience independently of
user interfaces, terminal capabilities, access network technologies, and network and
service providers. Another important and related emerging area is pervasive com-
puting targeting environments where networked computing devices are ubiquitous
and even integrated with the human user [22].

The paradigm shift mentioned implies a different approach to the development
of wireless communications. As the Wireless World Research Forum (WWRF) con-
cluded [23], a purely technical vision for wireless development is not enough. In
other words, the investigation of, for example, new network concepts or radio inter-
faces will not be sufficient to come to grips with the future. Rather, such a technical
view must be broadened, complemented by the following;:

* A person-centered approach, looking at the new ways users will interact with
the wireless systems;

* New services and applications that become possible with the new technolo-
gies;

* New business models that may prevail in the future, overcoming the by now
traditional user, server, provider hierarchy.

There is an essential difference in thinking about 4G wireless systems compared
to the way 3G and other present wireless standards are produced. While the latter
standards have been put in a technology-driven development process, early 4G phi-
losophy is being approached from an application viewpoint, with an implied
assumption that technology will follow to enable the realization of the application
vision [16]. The essence is to provide a ubiquitous networking capability in which
questions of data speeds are rendered irrelevant by the universal availability of more
bandwidth than the vast majority of users would ever need.

The 4G wireless communications will tend toward the personal [1]. The user
will no longer be “owned” by any operator: The users, or their smart agents, will
select at each instant the best system available that is capable of providing the
required performance. The selection will be made according to the user’s profile, the
type of data stream, and the traffic load in the available networks.
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3.1.1.2 WPAN and the Person-Centered Concept

A fundamental concept behind WPAN systems asserts that any time two WPAN-
equipped devices get within (approximately) 10m of one another, they can form a
spontaneous, just-in-time, disposable connection. The purposes of such connections
fall into three broad categories [17]:

1. Leveraging device synergies: This category is in accordance with the initial
motives for the design of cable-replacement technologies. It refers to allow-
ing devices to offer their capabilities to one another by establishing appro-
priate wireless data connections. Thus, for example, a laptop computer can
serve as a configuration interface for a digital camera. In general, these syn-
ergistic connections will help solve the human-interface problems that arise
from stuffing more and more complexity into smaller and smaller packages.

2. Making queues obsolete: People spend a lot of time waiting in a queue for ac-
cess to the system needed to execute functions such as cash transactions or
airline seat assignments. In most of these case, customers could serve them-
selves without waiting if they could obtain secure access to the same system
via a handheld device like a PDA or cell phone equipped with WPAN
capability.

3. Grouping Internet users efficiently: The motivation behind this usage of
WPAN:s is the fact that most people spend the majority of their day within
10m of some kind of Internet port. The number of such places and hours per
day spent in that state will only increase (e.g., in airports, hotels, shopping
malls). Wherever densely packed users gather in small spaces, WPAN can
offer data connections at much higher speeds, for many more users, with far
longer battery life than that possible with cellular-based systems. Many
expect the combination of wireless WPAN and wired Internet to become a
fast-growing complement (and even alternative) to the next generation
cellular systems for data, voice, audio, and video. A possible Internet access
scenario of interconnected WPANSs is shown on Figure 3.2.

Initially, WPAN technology offered an efficient cable replacement, easing the
interconnection of communications, computing, and/or information storage
devices. In the long term, this short-range wireless communication may largely
influence the ways computing operations are conceived and performed. Thus, the
ad hoc connectivity brought by the WPANSs can motivate the design of the comput-
ing devices themselves, as well as the distribution of the computing tasks and capa-
bilities over different devices. The prototypes of WPAN-distributed computing (to
differentiate from the notion of distributed computing) can be seen in wearable
computers. Wearable computers consist of head-mounted displays, microphones,
earphones, processors, mass storage, and a diversity of control interfaces.

The POS, introduced by the WPAN, is a new concept in communications. The
POS is tethered to an individual, moving along with him or her and enabling his or
her personal devices to communicate in an ad hoc manner. It further allows the indi-
vidual to communicate with other devices whose communication range intersects
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Internet
or corporate
IP network
Figure 3.2  PAN scenario with four interconnected LANs, two of which have an Internet connec-
tion via a PAN-LAN AP and a GPRS/UMTS phone.
with his or her POS. Thus, the WPAN concept shifts the well-established communi-
cation paradigm. The POS plays the role of the universal access interface to the net-
worked user.
3.2 Technical Challenges of a WPAN Technology

In the future WPAN should offer users seamless, autoconfigured connections to
available resources. The (un)availability of the resources may be physical or
protocol-dependent (e.g., compatibility, security). The WPAN will be implemented
on low-cost chips embedded in wearable devices. The WPAN should be critically
aware of the scarceness of energy in battery-powered devices. Therefore, low power
consumption should be the essential requirement in technological design, with a
higher priority than optimized spectral efficiency [1, 2]. Abstracting from the con-
crete applications and usage scenarios, WPAN should support the following two
(interrelated) operations: Devices should be able to discover the service or informa-
tion resource needed and to establish an ad hoc connection to the device that offers
that service or contains that resource. Thus, ad hoc connectivity can be regarded as a
generic capability and service discovery and selection as a generic application of per-
sonal area networking. Thus, for example, the procedure for gaining awareness of a
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proximate computing entity can be decomposed into ad hoc connection establish-
ment and service discovery.

3.2.1 Ad Hoc Connectivity

Ad hoc connectivity refers to the capability of devices to establish mutual, on-
demand, timely peer communication wireless links where an ad hoc communication
network is created with little, if any, reconfiguration. This means that there is no
fixed infrastructure to support network initiation, there is no central controller for
the units to rely on for making interconnections, and there is no support for coordi-
nation of communications. The ad hoc network exists for and due to the coopera-
tive functioning of the constituent wireless nodes.

Ad hoc networks have generated substantial interest in recent years [3-5]. Sev-
eral distinctive features make the task of ad hoc network design highly challenging;:

* Distributed operation: This feature is embedded in the definition of ad hoc
networks. Networking functions, such as routing and security, must be sup-
ported by the cooperative operation of the participating wireless units.

* Dynamic network topology: The mobility of nodes and radio propagation
conditions cause continuous changes in the network topology. This calls for
employing particular network protocol functions for topology construction
and maintenance.

* Multibop communications: Due to signal propagation characteristics and
topology creation, ad hoc networks require the support of multihop commu-
nications; that is, the links between some nodes must be established by relay-
ing via a third node or a group of nodes.

* Restricted bandwidth and fluctuating link capacity: The wireless environment
possesses an inherent “hostility” toward the wireless communication systems,
expressed in increased probability of bit and frame errors. The effects of these
error rates are aggregated along the multihop paths, yielding higher link error
rates.

* Energy-constrained nodes: The wireless units in the ad hoc network are
(mainly) battery driven. Hence, operation with low-power consumption is a
must for ad hoc network participants. This power optimization should be per-
formed at all layers in the protocol stack and not only in terms of signal proc-
essing. An important way of achieving power efficiency is increased
cross-layer interaction [6]. Power-efficiency may be taken into account in ad
hoc topology maintenance [7] or the routing protocol [8].

* Limited security: The wireless links are more vulnerable to security threats
than wired networks. In ad hoc wireless networks, the security problems are
augmented due to the absence of a central network security administration.

The research into ad hoc networking has not been bound to any particular net-
working technology. Much work has been done in the formulation of distrib-
uted routing algorithms [9, 10]. The need for new routing approaches becomes



56

WPANs

immediately obvious in ad hoc networking because in truly ad hoc systems, there is
no difference between radio units; that is, there are no distinctive base stations or
terminals. Stated in terms of routing, the whole network is based on the idea that
devices serve both as routers and hosts at the same time. Due to the dynamic and
volatile nature of the topology defined by such nodes, the routing algorithms
directly handle the mobility.

Security issues in ad hoc networking are discussed in [11, 12]. The main security
problem is to create trusted relationships between the cryptographic public keys
without the aid of a trusted third-party certification. In addition, there are other
security issues specific to ad hoc networking, for example, the “battery exhaustion
attack” as a special form of denial of service attack.

The PAN technology, especially Bluetooth, is probably the first commercial
real-world network where ad hoc networking concepts fit very well and could help
to create robust and flexible network connectivity. The ad hoc networking approach
in investigating WPANSs should result from the instantiation of the general ad hoc
approach with WPAN-specific attributes. Thus, the restricted radio coverage area
can be beneficial from the security viewpoint; the mobility of nodes and the topology
dynamics are different in WPAN ad hoc networks compared to the wide area ad hoc
networks.

Although the concepts of ad hoc networking are much broader than the WPAN
scenarios (e.g., wide area ad hoc networks), the products that apply those concepts
will most likely see light in the short, personal area range [13]. These products will
mainly focus on facilitating communication between a user’s personal devices, either
for local traffic or as gateways to the Internet. The ad hoc network functionality will
also enable the interconnection of different users’ devices—for instance, to facilitate
larger ad hoc WGs. The intrinsic ability to create generic, small-scale, ad hoc net-
works in portable devices represents an entirely new area for future ad hoc-based
applications.

3.2.2 Service Discovery and Resource Selection

Service discovery is in fact a part of distributed computing. In its simplest vari-
ant, the service discovery enables a computing device to have access to the serv-
ice that is available within its communication range. For example, a PDA finds
a printer within its proximity, recognizes it as an available computer resource
(provided that certain security conditions are satisfied), and uses it as if the
printer were installed in the PDA’s software. Generally stated, service discovery
refers to the process of establishing an on-demand connection at higher protocol
stack levels (ultimately with seamless connection at the application level) with hard-
ware that is physically available. With service discovery, devices may automatically
discover network services including their properties, and services may advertise their
existence in a dynamic way. In a generalized case, the service sought might not be
within physical communication range of the entity that initiates the service discovery
(one-hop service discovery). Nevertheless, it should eventually be possible to access
the service, provided that there is still network connection between the entity and the
service. In this case, the network connection may be a multihop ad hoc connection,
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but it may also use proximate networking infrastructure (e.g., AP and wired net-
work).

The best-known current service discovery protocols (SDPs) are Jini, the IETF
Service Location Protocol (SLP), Microsoft’s Universal Plug and Play (UPnP), and
the Information Access Service (IAS) protocol, defined for short-range infrared
communications. One of the first WPAN-motivated protocols of this type is the
Bluetooth SDP. All of them use similar system architectures, but differ in their func-
tionality, network transport protocol, and the possibility of code mobility. The Jini
project [14] allows devices to create spontaneous networks when plugged into each
other, that is, when two devices come within wireless proximity. The goal of the
project is to eliminate device configuration and driver installation. Similar projects,
such as JavaSpaces, Hive, Tspaces, and GinJo, are discussed in [15].

There are several basic issues to address in service discovery. Clearly, the service
capability of an entity present at a certain layer of the protocol stack should be
incorporated in its addressing so that it can “propagate through” the lower layers
and be reachable by the service requester. A capability description refers to the com-
mon way of describing the functions required by the requester and the functions
provided by other devices and applications. The SDP itself must be designed to oper-
ate in a heterogeneous network environment.

The research into service discovery obtains a new dimension with the introduc-
tion of personal area networking. The WPAN SDP should take into account the
low processing power and storage capabilities of wearable devices. In an ideal
case, a certain service should be discovered and become available to a wearable
device belonging to someone’s WPAN as soon as there is a relay device within the
POS that can route the request to the service-containing entity. This calls for an
integrated approach to link establishment, route finding, and service discovery
Initiation.

3.3 Enabling Technologies

There are several competing technologies or standards that provide wireless connec-
tivity within a short range. The most notable among them are Bluetooth, IrDA,
HomeRF, and WLAN. These technologies compete on certain fronts and are com-
plementary in other areas. None of the existing technologies possesses the target
adaptability of the envisioned WPAN technology, but this is a consequence of the
context in which the specifications or standards were created. Although each has
targeted slightly different applications and usage models, the premise behind all of
these standards is to use some kind of underlying radio technology to enable the
wireless transmission of data and to provide support for the formation of networks
and managing various devices by means of high-level software.

However, the ubiquity and seamless connectivity of the WPAN should not be
regarded only as a goal that each technology separately tends to achieve. The poten-
tial of each of the competing technologies to gain widespread use poses the problem
of their coexistence as well as of their cooperation and interoperability in providing
service This implies that the development of the WPAN technology should consist
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not only of a solution superior to existing solutions, but it should also offer to glue
together the different technologies pervasive at the time the superior solution
appears.

We first give brief descriptions of the relevant existing technologies, as well as of
UWB as an emerging technology.

IrDA [34]: This is an international organization that creates and promotes
interoperable, low-cost, infrared data interconnection standards. IrDA has
a set of protocols covering all layers of data transfer and, in addition, has
some network management and interoperability designs. IrDA protocols
have IrDA DATA as the vehicle for data delivery and IrDA CONTROL for
sending the control information. In general, IrDA is used to provide wireless
connectivity technologies for devices that would normally use cables for
connectivity.

IrDA is a point-to-point, narrow-angle (30° cone), ad hoc data transmis-
sion standard designed to operate over a distance of 0 to 1m and at speeds of
9,600 bps to 16 Mbps. Adapters now include the traditional upgrades to serial
and parallel ports.

HomeRF [35]: A subset of the International Telecommunication Union (ITU),
HomeRF primarily works on the development of a standard for inexpensive
RF voice and data communication.

The HomeRF WG has also developed the Shared Wireless Access Protocol
(SWAP). SWAP is an industry specification that permits PCs, peripherals,
cordless telephones, and other devices to communicate voice and data without
the use of cables. It uses a dual protocol stack: DECT for voice, and 802.11
packets for data. It is robust, reliable, and minimizes the impact of radio inter-
ference. Its target applications are home networking, as well as remote control
and automation.

Bluetooth: Bluetooth is a high-speed, low-power microwave wireless link
technology designed to connect phones, laptops, PDAs and other portable
equipment with little or no work on the part of the user. Unlike infrared, Blue-
tooth does not require LOS positioning of connected units. The technology
uses modifications of existing WLAN techniques, but is most notable for its
small size and low cost. Whenever Bluetooth-enabled devices come within
range of each other, they instantly transfer address information and establish
small networks between themselves without user involvement. To a large
extent, Bluetooth has motivated the present WPAN attempts and conceptuali-
zations; moreover, it constitutes the substance of the IEEE 802.15.1. WPAN
standard.

IEEE 802.15 WPAN: The 802.15 WPAN effort focuses on the development
of consensus standards for PANs or short-distance wireless networks. These
WPANs address wireless networking of portable and mobile computing
devices such as PCs, PDAs, peripherals, cell phones, pagers, and consumer
electronics, allowing these devices to communicate and interoperate with one
another. The goal is to publish standards, recommended practices, or guides
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that have broad market applicability and deal effectively with the issues of
coexistence and interoperability with other wired and wireless networking
solutions. As Section 3.4.2 will show, there are several study groups within
the 802.15 group addressing different issues.

* IEEE 802.11X WLAN: The IEEE 802.11 standard [36] offers several WLAN
technologies for use in the unlicensed 2.4- and 5-GHz bands. Legacy 802.11
systems operate in 2.4-GHz band with three different PHY layers sharing the
same MAC layer. These PHY-layer specifications are the seldom-used infra-
red technology and the more popular DSSS and FHSS systems, achieving 1-
and 2-Mbps data rates. Operating under the same 802.11 MAC layer in the
2.4-GHz band, higher data rates of 5.5 and 11 Mbps are supported by the
IEEE 802.11b PHY-layer specification. The recent task group IEEE 802.11g
has been formed to draft a standard that achieves data rates higher than 22
Mbps. Alternatively, in the 5-GHz band, the IEEE 802.11 standard offers the
802.11a specification that uses OFDM, achieving data rates of up to 54
Mbps. The 802.11e task group has been created to accommodate additional
QoS provisions and security requirements at the MAC layer while supporting
all of the previously mentioned legacy 802.11 PHY layers.

* UWB: UWB technology is loosely defined as any wireless transmission scheme
that occupies a bandwidth of more than 25% of a center frequency or
more than 1.5 GHz. Its emergence has mainly been associated with radar-
based technologies. However, due to the recent development of high-
speed switching technology, UWB is becoming increasingly attractive for
low-cost consumer applications in future short-range wireless networks,
that is, WLANs and PANs [37]. Three key features of the UWB favor this
technology as a serious candidate for future PANs: great spatial capacity,
potential compliance with global unlicensed operation, and implementation
advantages.

At this point it is suitable to digress slightly to discuss the relationship between
the WLAN and WPAN concepts. Namely, all short-range wireless technologies fall
into two broad, overlapping categories [17]: PANs and LANS.

WPAN technologies emphasize low cost and low power consumption, usually
at the expense of range and peak speed. WLAN technologies emphasize higher peak
speed and longer range at the expense of cost and power consumption. Typically,
WLANSs provide wireless links from portable laptops to a wired LAN via APs,
which is not a fully ad hoc feature. Regarding the isochronous traffic, the proposed
IEEE 802.11e additions do not include guaranteed QoS in the ad hoc connection
mode, which is paramount for high-rate WPAN applications.

Although each technology is optimized for its target applications, no hard
boundary separates how devices can use WPAN and WLAN technologies. In par-
ticular, as Figure 3.3 shows, both could serve as a data or voice access medium to
the Internet, with wireless WLAN technologies generally best suited for laptops,
and WPAN technologies best suited for cell phones and other small portable
electronics.
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WPAN
e Personalization

e Lower cost and power
e Smaller coverage

® 1-10 Mbps peak data
rate

WLAN

e Wired LAN connectivity

e Higher cost and power

e Larger coverage

* 1-54 Mbps peak data rate

Figure 3.3 WLANs and WPANSs’ characteristics.

3.3.1 Comparison of Short-Range Wireless Technologies

Table 3.1 compares most important technical features for the existing technologies
that are close to the WPAN paradigm: IrDA, HomeRF, Bluetooth, and IEEE 802.11.
UWSAB is still not considered an actual specification for short-range technology and is
thus not included. But, it has already been mentioned [37] that the potential of this
technology is very high as Figure 3.4 illustrates.

3.4 Ongoing Research

This section presents the ongoing research in areas essential for the emergence of the
WPAN paradigm. It tackles the architectural and middleware issues, problems
related to data link design, ad hoc routing, and gateway functionality. Other impor-
tant issues such as security are not observed.

3.4.1 Architecture and Middleware Issues

Wireless network deployment issues can be best understood if placed into the fol-
lowing three service classifications:

* WPAN;
* WLAN or wireless campus area networking;
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Table 3.1 Overview of the Various Technologies Available Today Based on Their Usage, Cost,
and Technological Merits
IrDA HomeRF Bluetooth IEEE 802.11
Primary Widespread low- Voice and data  |Started as cable-  [Wireless Ethernet, AP for local
application |cost cable- for home net-  |replacement, but |data communication
replacement tech- working appli- |tends to gain more
nology, mainly cations, remote |networking func-
intended for data control, and tionalities
automation
Frequency  |Optical infrared, 2.4-GHz ISM  |2.4-GHz ISM 2.4-GHz ISM and 5-GHz UNII
band wavelength 850 nm
Data rates  |Typically 9.6-115  |0.8 and 1.6 Variable to maxi- |Standard [Maximum |Average
Kbps through serial |Mbps, ‘planr.led mum 732.2Kbps |14 11 |2 Mbps 1.2 Mbps
ports; extensions future iterations
offer 1-,4-,anda  |for up to 10 A1b 11 Mbps  |5.5 Mbps
maximum 16-Mbps |Mbps 11a 54 Mbps 24 Mbps
data rates
PHY Optical FHSS, 50 FHSS 1,600 Standard |Type of PHY
hops/sec hops/sec, 79 fre- |14 11 |FHSS. DSSS. Ir
quency channels ’ ’
at 1-MHz spacing A1b DSSS
11a OFDM at § GHz
MAC Polling CSMA/CA for  [Master-slave, CSMA/CA in DCF and polling in
data, TDMA for [TDMA with PCF
voice polling
Range Up to 2m, less for ~ |50m 10m (up to 100m [50m indoors, 100m outdoors
higher data rates; with increased
inhibited by obsta- power)
cles, not omnidirec-
tional
Topology Master-slave Peer-to-peer, Master-slave, real |Peer-to-peer in DCF, BS coordi-
MS-to-BS ad hoc network nation in PCF
establishment
without precon-
figuration
Power By control of Connection Defined low- AP schedules sleeping regimes of
management |transmitting range  |point allows power modes, the nodes; in ad hoc DCF, low-
devices to enter |possibility for power modes are not supported
power-saving flexible control of
mode the low-power
states (e.g.,
master—slave
exchange)
Security Inherent physical 56-bit Blowfish |Differentiation of |WEP security protocol, but secu-

security by limited
range

encryption

trusted and non-
trusted devices,
stream cipher,
unique public
address, two
secret keys.
Received critics
about security
weakness

rity improvement or additional
security is needed
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Table 3.1 (continued)
Data Via PPP TCP/IP Via PPP TCP/IP
network
support
Voice RTCON is the 32-Kbps 64-Kbps CVSD,  |Only in PCF mode are real-time
support specification for ADPCM, voice |maximum three  |services enabled
full-duplex voice network sup- simultaneous full-
support, but not port via IP and  |duplex voice con-
simultaneously with |PSTN, 1 Mbps |nections in a
data still available piconet
under four voice
connections
Coexistence |No interference Interference 802.11 and 802.11b interfere with other ISM trans-
with other tech- |mitters; 802.11a may be threatened if new PHY
nologies and solutions move in UNII band
transmitters in
the ISM band
Access to Via IrLAN AP SWAP-CA sys- |LAN access over |By definition
infrastruc- tem is adapted  |PPP
ture LAN from 802.11,
gateway-like
access to wired
LAN
Cost Low Medium Medium to low Medium to high
Advantages |Already highly pres- |Lower power First “real” ad hoc |High data rates, already wide
ent, lowest cost, requirement and |technology, closest |deployment, fairly mature, condi-
lowest power con-  |cost than match to the PAN |tional advantage of longer range
sumption, no inter- |802.11, higher |paradigm, low
ference with existing |speed than Blue- |cost
LANs tooth, condi-
tional advantage
of longer range
Disadvan-  |Requires LOS, very [Unlikely to be  |Fairly low data Significantly high cost, not scal-
tages short range for cer- |established out- |rates, interference |able to personal devices, lacks

tain purposes

side home envi-
ronment; fails to
become main-

stream

with other tech-
nologies in the
ISM band, limited

security

backward compatibility

* WWAN.

Today, the core technology behind the wireless service in each of these classifica-

tions is unique and, more importantly, not an inherently integrated seamless net-
working strategy. For example, a user of a PDA, connecting to the Internet via a
WAN service provider will not be able to connect directly to a local area wireless
service. Simply stated, these are different services with different hardware require-
ments and fundamentally different service limitations.

The proliferation of mobile computing devices, including laptops, PDAs, and

wearable computers, has created a demand for WPANs. WPANs allow proximal
devices to share information and resources. The mobile nature of these devices
places unique requirements on WPANS, such as low power consumption, frequent
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Figure 3.4 Comparison of IEEE 802.11, Bluetooth, and UWB.

make-and-break connections, resource discovery and utilization, and international
regulations.

WPAN systems have evolved from “cord” replacement technologies. Some
examples are as follows:

* Cordless communication between your keyboard and computer;

* Cordless communication between your personal productivity device or PDA
and your computer;

* Cordless communication within your home between your cell phone and your
home phone.

The most hyped of all WPAN wireless technologies today, Bluetooth, is a prod-
uct of the telecommunications and computer industry Bluetooth Special Interest
Group (SIG) and is rapidly gaining wide acceptance throughout the industry.

3.4.1.1 Current WPAN Architectural Models

Portable computing devices with wireless short-range links are seen as a new para-
digm for computing and communication. The availability of low-cost, low-power,
short-range international 2.4-GHz digital radios will provide the required commu-
nication technology for WPAN. Convergence of the competing radio standards
would allow for a seamless connection among the digital wireless devices in our
homes, offices, and environment. Spontaneous networks and service discovery and
delivery are vital to the usefulness of PAN devices. A browser can point to any Web
page on the Internet—a WPAN device should likewise be able to plug in to innumer-
able services anywhere in the world.

WPAN Versus WLAN Architecture
WPANSs are different from WLANSs in several functional areas:
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* Control of the media;

* Range;

* Power;

* Number of participants;
* Ownership of devices;

* Nature of devices;

* Lifetime of network;

* Relative cost.

These differences are a result of the topological differences between the two
types of these networks. From Figure 3.5 we can see that a WLAN is outwardly
looking in the following ways:

* Interaction with wired infrastructure (LANs);
* Network time frame hours to days;
* Portable devices;

* “Wires are expensive.”

A WPAN, however, is inwardly looking:

* Interaction with personal objects;

* Network time frame seconds to hours;
* Highly mobile devices;

* “Wires get in the way.”

A WPAN Architectural Model Based on Bluetooth Technology

A Bluetooth configuration has the following characteristics and components (see
Figure 3.6):
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Figure 3.5 WPAN versus WLAN architecture.



3.4 Ongoing Research 65
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P: Parked

SB: Standby

Figure 3.6 A Bluetooth piconet.

* It operates in the 2.4-GHz band at a data rate of 720 Kbps.

* It uses FHSS, which divides the frequency band into a number of channels
(2.402-2.480 GHz, yielding 79 channels).

* Radio transceivers hop from one channel to another in a pseudorandom fash-
ion determined by the master.

* It supports up to eight devices in a piconet (one master and seven slaves).
* Piconets can combine to form scatternets.

A piconet comprises the following;:

* A number of devices are connected in an ad hoc fashion.

* One unit will act as a master and the others as slaves for the duration of the
piconet connection.

* The master sets the clock and hopping pattern.

* Each piconet has a unique hopping pattern or ID.

* Each master can connect to 7 simultaneous or 200+ inactive (parked) slaves
per piconet.

A scatternet has the following characteristics (see Figure 3.7):

* A scatternet is the linking of multiple colocated piconets through the sharing
of common master or slave devices.

* A device can be both a master and a slave.

* Radios are symmetric (the same radio can be a master or slave).

* In a high-capacity system, each piconet has maximum capacity (720 Kbps).

In Figure 3.7 two interconnected piconets form a scatternet. They are able to
operate within the vicinity of each other because they are using different hopping
sequences, reducing mutual interference to an acceptable level. In this way it is pos-
sible to have several small groups of Bluetooth devices communicating with each
other in the same area, which is particularly useful, for example, at a conference
where individuals may be comparing notes while the main discussion points are
being broadcast to all. Devices communicating using Bluetooth can transmit and
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Figure 3.7 A Bluetooth scatternet.

receive at a rate of up to 1 Mbps, although in reality allowing multiple applications
to communicate simultaneously will lower data rates. Bluetooth devices that are not
currently part of a piconet are constantly “listening” for other Bluetooth devices,
and when they are close enough to become part of a piconet, they identify them-
selves so that other devices can communicate with them if required. An example
would be a Bluetooth-equipped printer and notebook PC. When the PC comes into
range of the printer (arriving at the office, for example), the printer makes itself
known to the PC so that when the user wishes to print a document, the two devices
can immediately begin the data transfer. Meanwhile other PCs will have joined the
piconet so that they too can use the printer when required.

A General WPAN Architectural Model
This section presents more general architectural approaches that are not specific to
Bluetooth technology.

Figure 3.8 depicts an independent short-range radio system sample configura-
tion. We can see that various kinds of devices can participate in such a configuration
if they are supplied with the appropriate interfaces.

The above wireless links can be implemented with various current technologies;
however, the dominant one is the Bluetooth standard. Today, the industry provides
many hardware devices such as interface cards and other components for this tech-
nology (wireless Bluetooth PC card, wireless Bluetooth USB adapter).

This model accomplishes a peer-to-peer communication with the following
characteristics:

* Cohabitation of multiple networks (20 or more);
* Up to 10 devices in a single WPAN;
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Figure 3.8 A WPAN architectural model.

* Dynamic WPAN and device IDs with network initiation;
* Network maintained devices coming and going;
* Support for temporary devices.

Although an independent network architecture may look ideal for an internal
environment (e.g., the home), it is cut off from the rest of the world. So, in contrast a
network infrastructure by which the WPAN devices can easily be connected to the
outside world via an AP has been proposed.

In general an AP is a device that allows wireless-equipped devices to connect to
a wired network. Figure 3.9 shows a limited infrastuctured network with the fol-
lowing characteristics:

Ethernet

\Ni/?

A

Figure 3.9 A limited infrastructured network.
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* Main device (AP) having power at all times (fast access);
* Support for more than 10 devices;

* Ethernet APs with higher-layer protocols;

* Communications to the NT base (STAR base);

* Ability to switch from WPAN to LAN and back.

Support for Multimedia Terminals

The 3G terminals will provide access to many different forms of information and
communication such as Web browsing, e-mail transmission and reception, video
(slow scan for videophone-type connections and higher quality for short video clips
and still pictures), and of course voice, making them true multimedia terminals.
Voice will remain a major form of communication for humans, and this is recog-
nized in the Bluetooth specifications by providing specific support for high-quality
(64 Kbps) speech channels. With the ability to support packet data as well as speech
(simultaneously, if required), Bluetooth can provide full local support for these
multimedia applications. Bluetooth transceivers can support multiple data connec-
tions and up to three voice connections simultaneously, providing the functionality
for a three-handset, cordless, multimedia/intercom system. Figure 3.10 shows three
terminals in voice-intercom mode (one of which is a full multimedia terminal) and
the alternative of two terminals in a conference speech connection with an outside
connection. The limit of three interconnected terminals applies specifically to
speech; the limit for the number of terminals exchanging data (Web connections,
e-mail, and video depending upon bit-rate requirements) would be the upper limit of

3G access

Fixed-line access
Bluetooth home base station

Figure 3.10 WPAN and the outside world.
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eight per piconet. A Bluetooth-enabled home base station would provide the inter-
connection for the local Bluetooth-equipped terminals and also for telephone “line”
(may be a 3G terminal) connection. When an external connection is required, only
two local handsets can participate in voice connections. The home base station
forms a gateway between the home environment and national networks and serv-
ices. Any two handsets can connect to each other, of course, without the home base
station unit, making the whole arrangement very flexible.

This example highlights the complementary functionality of Bluetooth and 3G
cellular systems. The 3G system is used to deliver a “trunk” connection to a specific
location, and Bluetooth is used as a final delivery and local network connection.
This will considerably reduce unnecessary traffic on the 3G network, creating a
cost-effective solution for the convergence of fixed and mobile services and, as a by-
product, keeping RF interference to a minimum.

WPAN Architectural Models in Working Environments

Working environments, where millions of people spend most of their day, combine
several wireless technologies in order for WPAN devices to have access to remote
applications.

In the architecture shown in Figure 3.11, factory machinery or tooling can move
around the office premises in order to support WPAN device communication with
other equipment that follows different standards, providing also the opportunity to
access 3G services via cellular networks. In this case the machinery is used not only
as an AP, but also translates protocols from different networks. The cellular wire-
less phone acts like a gateway for WAN access.

The models in Figure 3.11 and the need to introduce 3G applications to WPAN
networks demonstrate how essential intercommunication is. This trend makes com-
ponents like home base stations and gateways indispensable in order to accomplish
an adequate network infrastructure.

Machine
movement
PC or Machine
WinCE ser:jsors
computer an
P actuators / IP telephony
telephone/
pager
802.11 /
WLAN
— . Ethernet WPAN -
App/romm’ate bridge radio Approximate 30’ range
100'-150 radio around machinery
range in factory
areas
WLAN Factory H[.)C or
access machinery Wln.CE
point or tooling device

Intranet
— 1

Figure 3.11 Factory machinery equipment.
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WPANs and Gateways

An evolution is ongoing in terms of the residential gateway. Many in the design
industry agree that this device will be an important piece of the puzzle, bringing
ubiquitous high-speed connectivity to that great, untapped market, the home. But
given the array of access options available to consumers—DSL, satellite, broadband
wireless, even (gulp!) dial-up added to several data-distribution options within the
home—and you’ve got a mélange of utter confusion.

Knowing that the residential gateway may prove to be the critical link in finally
getting all of the amazing communication technology we know and love into a true
mass market, we at Communication Systems Design discussed the design of this
device with several prominent original equipment manufacturer (OEM) and compo-
nent manufacturers and, as expected, heard a wide range of opinions as to what
should be included.

Some of the concerns ring familiar: A gateway device should be equipped to
accommodate changing standards. It may be designed to sit outside the home in a
utilitarian sense or as a piece of furniture, such as we’ve seen with PCs in the past few
years. Will the gateway take the form of a set-top box, or will it be something we
haven’t seen before? Part of the answer lies in visualizing what form tomorrows’
home networks will assume.

Many wireless gateways have already been produced by several companies and
are able to support many technologies, wired and wireless.

A good paradigm is Cisco’s A85xxx series universal gateways, which can
interface with all of the current transmission technologies. Bluetooth Network
APs, such as WIDCOMM’s BlueGate, provide secure gateways to the Inter-
net, e-mail, and corporate LANs. BlueGate creates local hotspots of high-speed
wireless connectivity that link as many as seven Bluetooth-enabled devices to
any standard broadband modem (DSL, cable, or ISDN) through an Ethernet
interface.

Thanks to such Bluetooth gateway devices, numerous network applications that
no other technology can perform become possible. One example is a three-in-one
phone. On the road, it’s a conventional digital mobile phone. At home, it’s a cordless
phone with a connection to a home AP, linked to a fixed-wire phone network. At
work, it’s an extension of the desktop private branch exchange (PBX) phone. Addi-
tional examples of applications include automated ticket purchase using a phone or
PDA in close proximity to a ticket-issuing machine, automated hotel check-in, and
automated point-of-sale transactions.

Another commercial product comes from Wireless Networks. The BlueLAN is a
LAN AP that allows multiple Bluetooth devices to access a local network through
the BlueLAN’s Ethernet port. This new technology allows Bluetooth-enabled mobile
users to send and receive e-mails, surf the Web, and access other LAN and WAN
resources. In addition, the company is designing DHCP, authentication, network
address translation, and a PPP server into the LAN AP.

Wireless Networks deployed NetSilicon’s complete open-source connectivity
solution that runs uClinux, a form of the embedded Linux operating system, on the
NetSilicon hardware platform.
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Bluetooth and Gateways  Companies provide us today with many wireless gate-
ways, which can be used in a WPAN topology. In order to provide a WPAN with an
interface to a larger network (e.g., an 802.11 network), we should think of the
following:

* Gateway devices to interconnect with Bluetooth devices;

* Gateway devices to interconnect with IEEE 802.11 (if the 802.11 standard
not used as part of the WPAN standard).

Bluetooth provides a single point of entry at home, in the office, or abroad (see
Figure 3.12). By eliminating the various wires needed to connect to other networks
at the point of access, Bluetooth connects the user’s appliance of choice wirelessly to
the nearest Bluetooth network AP, allowing him or her to access the Internet
through familiar procedures whether working at home, sitting by a pool, waiting
for a flight in an airport lounge, or sipping latte in a neighborhood café.

Bluetooth turns the mobile phone into a communication gateway where infor-
mation flows freely without boundaries (see Figure 3.13). Outside of the PAN, Blue-
tooth can be used as an instant AP facilitating the means for electronic commerce,
personal finance, or data collection. Electronic payments at point-of-sale terminals,
toll booths, or vending machines can be made by a Bluetooth mobile phone that
instantly links the transaction to a personal bank account via a WAN for immediate
processing. Similar financial transactions can also be performed at an interpersonal
level by sending electronic currencies directly from one Bluetooth wallet to another.
On a grander scale, electronic messages such as train or flight schedules and news
flashes can be broadcast from special Bluetooth hot zones that are picked up by the
public.

Home
network

Residential
gateway

LAN
access
point
Public
access
point

Bluetooth
PAN

Public
area

Figure 3.12 A general WPAN architectural model.
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Figure 3.13 Bluetooth and APs.

Inspired by the above discussion, we can envision a set of services that a mobile
entity (a user or a car) can access from a given spatial position. As the user walks
around his premises, he gains access to different devices and services. We can think
of those devices and the devices or sensors that the user is carrying as forming subse-
quent piconets.

The architectural model in Figure 3.14 can be envisaged as a zoom-in of the
model depicted in Figure 3.12. If we combine the two figures, it becomes obvious
that the case requires further investigation as it combines various technologies, com-
ponents, and concepts.

A lot of effort has gone into the development of coexistence mechanisms to
facilitate the parallel operation of WPAN and WLAN devices. Problems due to the
parallel operation of these two technologies include interference as all of these sys-
tems use the unlicensed 2.4-GHz band. Although adopting frequency-hopping (FH)
schemes can easily supercede problems related to interference, other issues come to
the foreground in a general WPAN topology in which the user has the ability to
access remote services.

3.4.1.2 Open Issues for Further Research

The issues that arise from general WPAN architectures involve the gateway compo-
nent, which has to perform several functions, especially when the user is roaming
inside his premises (interconnected piconets). Also the APs (home base stations) are
components under discussion, and the communication between them remains an
open issue. Furthermore, mobility scenarios and their management are very impor-
tant when we consider scenarios like that presented in Figure 3.14.
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Figure 3.14 A mobile user and access to different services.

Bluetooth Mobility and Roaming
As the prevailing technology in WPANSs so far is Bluetooth, this section presents
recent research into user mobility. Two major current limitations of Bluetooth are
that communication between devices must be direct (and hence is limited by the
QoS of the radio channel between them) and that they do not support the movement
of an active terminal from one network interface device to another. Essentially, in
Bluetooth a device in piconet A cannot communicate with another Bluetooth device
in piconet B, even if the device in piconet B was formerly a member of piconet A.
The sequel will briefly examine several theoretical ways in which these interpi-
conet issues could be handled, and developed. The Bluetooth SIG is in the process of
addressing these issues in new profiles; however, the material presented here is nei-
ther based on nor influenced by the profile discussions. Thus, the models presented
here may not relate to the profiles or to any actual roaming implementation.

3.5 Research Issues for Future WPAN Technology

The new emerging communication technologies will be centered on the user, adapt-
ing to the user’s preferences and improving his living and working environments.
Future WPAN is envisioned as a communications paradigm with a high level of per-
sonalization and ubiquitous access to information on demand and in an ad hoc
manner (opportunity driven) through personal and public networking resources.
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Future WPAN should provide the user with the following communications
capabilities:

* Wireless connectivity within the POS (in-bubble networking);
* Access to sensors and actuators (mobile, wearable, or fixed);

* Access to the other wireless/wired networks (e.g., Internet via LAN APs, 3G
network, organization’s intranet) or other POSs.

Several applications scenarios are foreseen for the WPAN environment. They
should be seamlessly available wherever the user is, supported by a variety of future
services. In order to realize future WPAN dynamic and adaptive networking con-
cepts, research activities will continue to concentrate on the topics that will provide
optimized architecture and protocol solutions. The requirements of WPAN connec-
tions will develop synergistically with the pervasiveness of computing in general. In
general, the achieved ubiquity of future short-range wireless technologies will
depend on their degree of adaptation to the computing environment: fast service and
resource discovery, as well as fast autoconfiguration and seamless interworking
with communications entities from wireless and wired network infrastructures.
Hence, the design of the WPAN should essentially depend on the wider-coverage
legacy wireless systems with respect to coexistence and compatibility. Most impor-
tantly, the WPAN will also play the role of a complementary and integrating tech-
nology with the other technologies, being the “closest meter” to the user.

Some relevant future research areas include the following:

* QoS/multimedia support: The support of multimedia services will most likely
be required within and throughout the ad hoc WPAN. However, QoS will gain
different flavor in future short-range wireless networks due to the emergence
of unique applications. For instance, there may be applications for which the
timeliness and speed of ad hoc connection establishment is critical, while the
actual rate that the application uses over the already established connection
may be quite modest.

Trade-off QoS/power efficiency: It has been stressed repeatedly that low
power consumption is paramount for technology used by handheld battery-
powered devices. Therefore, WPAN systems should be flexible in a way that
will enable them to trade-off QoS for power saving. For instance, recall that
the inherent stochastic communications quality in a wireless ad hoc network
makes the provision of service guarantees difficult. Thus, a power-aware pro-
tocol should not perform transmission when the packet is highly likely to be
received in error (which can be predicted to some extent), despite the fact that
the QoS guarantee requires the transmission of that packet. Eventually, as
soon as the communication conditions are stable, the WPAN should adapt
and provide the user with better QoS, for example, as one defined for the
access network.

The example above is another illustration of cross-layer optimization,
something that should be a fundamental approach in designing power-aware
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ad hoc communication systems. In this particular case, the increased cross-
layer interaction consists of controlling the activity of an upper layer (QoS
provision entity) with information from a lower layer (bad channel condi-
tions). Many challenging research issues are produced by the need to build
richer interfaces among the layers of the protocol stack in wireless ad hoc sys-
tems. An optimal interplay of QoS and power efficiency can be only achieved
if the optimization regards the protocol layers jointly.

Integration and cooperation with other networks: Future WPAN should pro-
vide seamless integration and mobility management for heterogeneous infra-
structures and other ad hoc networks. It will be IP oriented and should
support the coexistence of IPv4 and IPv6. Mobility of terminal devices, within
or with their POSs, addresses issues such as vertical and horizontal handover,
location awareness, and roaming. The network infrastructures will strongly
influence addressing, routing, and security solutions.

Interference/coexistence in unlicensed band: At PHY and baseband condition-
ing, research efforts and solutions will largely depend on what is “low cost
and simple” on the DSP market, thus determining the level of complexity and
expense that will be acceptable for PAN transceiver solutions. Research into
new radio interfaces has already started in Japan and Europe to increase the
data rates of 3G mobile radio systems by more than one order of magnitude.
Japan is proposing to reach at least 10 to 20 Mbps in a cellular environment
and 2 Mbps in moving vehicles, using the multicarrier COMA (MC-CDMA)
as one of the candidates for multiple-access techniques. Generalized multicar-
rier CDMA (GMC) systems are capable of multiuser interference (MUI) elimi-
nation and ISI suppression, irrespective of the wireless frequency-selective
channel encountered. Other license-free bands should be considered, such as
the UNII 5§ GHz or the unlicensed portion around 60 GHz. Finally, UWB is a
highly promising research area because its transmission characteristics may be
uniquely exploited by the upper layers (again cross-layer optimization).
Advanced link adaptation and MAC techniques: The great volume of research
into ad hoc routing protocols should be put in the context of concrete MAC-
layer realization. Future work on short-range wireless networks must apply
the routing protocols in a way that is adapted to both channel access/transmis-
sion conditions and application requirements.

The research into MAC-layer development for PAN should focus on
cross-layer optimization, ensuring that the MAC-layer mechanisms include
functionality to ensure guaranteed service levels (QoS) and power efficiency.
This requires awareness of the MAC layer of the requirement put on the data
streams originating from the network layer, as well as mechanisms for adjust-
ing the parameters of the physical link. This means that the MAC layer should
be able to exchange information with both the network layer and the PHY.

The requirement to offer QoS also implies the implementation of a MAC
layer that is able to support different service classes, each with their own char-
acteristics. Typically, some kind of scheduling is required for this; however,
this is in contrast to the random nature of most current MAC protocols.
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Actually, the scheduled users could override the best-effort users, but a deli-
cate trade-off is required in this case. There are still many open issues when it
comes to the development of random-access protocols that differentiate
according to user class.

Especially in the case of multihop connections, the assurance of end-to-
end QoS levels becomes a delicate issue. The mobility of the users makes a res-
ervation scheme difficult to maintain; however, in the case of a WPAN of lim-
ited scale, a specialized solution might be developed.

* Context discovery protocols and initialization techniques: The area of context
discovery and initialization will concentrate on developing different initializa-
tion algorithms and discovery protocols, such as location discovery, single-
device discovery, discovery of infrastructure and noninfrastructure networks,
service discovery, and environment discovery (e.g., security aspects).

Protocols and techniques for self-organization: The areas of self-organization
and reconfigurability for the support of wireless and mobile communications
has recently received increased attention. The protocols and algorithms for
self-organization should be combined with energy-aware routing and coop-
erative information-processing techniques.

Robust and optimized protocol stack: The overall protocol stack should be
optimized toward power consumption, rate-adaptation capability, end-to-end
QoS, improved TCP/IP performances, and security requirements. This
includes development of cross-layer optimization techniques, distributed
TCP-aware PEPs, new intelligent PEPs implementation, development of a
robust and adaptive protocol that can cope with packet losses, and bandwidth
adaptation.

Security: With the introduction of many wireless systems and the users of
those different systems, the security of those connections and of the network,
as well as authentication, become extremely important. The exact implemen-
tation of the security mechanism influences the design of the network architec-
ture and should also be taken into account when developing Link layer and
Network layer protocols. Complete stand-alone operation is difficult to
achieve because all security protocols rely on a shared secret, which is usually
exchanged in a different manner. For example, many security mechanisms
known today rely on common access to a third party; however, in WPAN net-
works such a third party is not necessarily available.

The overall concept of WPAN in the future will be developed and enriched to
include unthinkable solutions for new applications, services, and higher data-bit
rates.
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Appropriate Channel Model for OFDM
Systems

4.1 Introduction
The channel model is the bread and butter for the telecommunications engineer.

This is how I used to emphasize in my lectures the importance of the channel model
for designing radio interfaces for wireless communications systems. And this was
not just a phrase to keep the students’ attention. The channel models really are the
foundation on which mobile communications systems are built.

As the main topic of this book is the design of OFDM air interfaces, this chapter
describes and discusses an appropriate channel model for such systems [1-44]. This
model must address two general requirements:

1. Analytical treatment of OFDM-related problems;
2. Efficient computer simulation schemes.

According to the system’s key specifications, it should fit into physical radio
channels in the millimeter-wave frequency band for indoor (in-room) and short-
range outdoor environments.

Radio propagation in a mobile radio channel is determined mainly by its multi-
path nature. Multiple reflections and sometimes an LOS component of the transmit-
ted signal arrive at the receiver via different propagation paths and, therefore, with
different amplitudes and delay times. As an effect of this, the narrowband received
power fluctuates dramatically when observed as a function of location (or time) and
frequency. In the early days of mobile systems, the communications engineer was
mainly interested in the time-variability of narrowband channels, which were thus
studied extensively (see, e.g., [1]). By that time, transmission bandwidths were
small; thus, flat-fading was a reasonable assumption. As the systems have evolved,
demand for higher transmission rates has been increasing, making the channel’s
time dispersion (which is equivalent to its frequency selectivity) a major issue.

In OFDM, the channel’s variability in the frequency domain (FD) has a similar
role as the time variance in a (flat-fading) narrowband system. Usually, the channel
can be assumed to be static during the transmission of at least one OFDM symbol.
In indoor WLANS, the channel is even considered quasistationary during up to a
whole data-packet or frame period.
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The following section reviews the propagation mechanisms that have to be char-
acterized by the channel model. The main properties of interest for OFDM system
design are emphasized, and important channel parameters are defined.

The so-called frequency-domain channel model (FD model) is proposed and
analyzed in Section 4.3. The model describes frequency-selective fading by the delay
power spectrum (DPS) of the channel and the Fourier transform (FT) of the spaced-
frequency correlation function [2]. This approach defines the time variability of the
Doppler power spectrum [3], which is often referred to as Jakes’s fading model [1,
4]. Expressions are given relating the DPS (being specified by just two to four
parameters) to the most important physical channel parameters. Rayleigh and
Rician fading channels are considered.

A direct implementation of the FD channel model in a computer-simulation
scheme is proposed in Section 4.4. The outputs of this simulator are (complex-
valued) frequency-selective channel transfer functions. The differences are empha-
sized between this approach and (conventional) time-domain (TD) simulators,
which generate channel impulse responses.

Section 4.5 summarizes the basic results of a number of measurement campaigns.
Some of them were performed at Delft University of Technology (DUT) in the Neth-
erlands; others were found in the literature. We elaborate on the suitability of the
proposed channel model for describing the radio channels investigated.

Conclusions and recommendations are given in Section 4.6.

4.2 Characterization of the Mobile Radio Channel

This section starts with a qualitative description of the main propagation mecha-
nisms resulting from multipath wave interference. Section 4.2.2 reviews mathemati-
cal definitions that are useful for the characterization of wideband, frequency-
selective, mobile radio channels. Important channel parameters are introduced and
their physical interpretation is developed.

4.2.1 Components of a Multipath Channel Model

For the mathematical description of a multipath radio channel, it is convenient to
distinguish three mechanisms:

1. Path loss;
2. Shadowing;
3. Multipath interference.

The former two are described by large-scale channel models, which essentially
provide information about the average received power at a certain location. Path
loss strictly describes the dependency of this average power on the distance between
transmitter and receiver, while shadowing accounts for the fluctuations observed at
a fixed distance, due to geometric features of the propagation environment. These
fluctuations occur for instance because of the blocking of relevant propagation
paths (e.g., the LOS component) as the mobile moves around.
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1.

Highly sophisticated large-scale models that typically employ geographical
information system (GIS) databases in order to account for topographical features
are incorporated in the cell-planning tools used by mobile system operators. In
indoor environments, ray-tracing models are often used to predict the received sig-
nal strength at a given location.

Such models are not relevant, however, for the design of new transmission tech-
niques. For this application, a description of the effects of multipath interference is
required since the air interface has to cope with them. These effects are often
referred to as small-scale fading.

Small-scale models are valid within (small) local areas, where the signal fluctua-
tions due to shadowing and path loss can be neglected. The dimensions of such a
local area are therefore limited to approximately 5 to 404, where A is the wavelength
of the RF carrier. (Due to the small wavelengths below 1 cm, this range may be even
larger in the millimeter-wave band.)

The channel model investigated in this chapter is limited to the description of
small-scale effects. A set of average parameters specifies the channel’s behavior
within a local area. These parameters are the normalized received power (NRP),' P,
the Rician K-factor, K, and the rms delay spread (RDS), 7,,.. Note, however, that
each realization obtained from the model has varying instantaneous parameters
denoted {130,12 ,%m} since the model is a stochastic one. (To be specific, it is a

Gaussian wide-sense stationary uncorrelated scattering (WSSUS) model, as shown
in Section 4.3 and [5, 6]). The amount of variation of these parameters from the
local area parameters depends in particular on the observed bandwidth. When the
bandwidth is much greater than the coherence bandwidth, then the multipath is
completely resolved and the channel parameters vary little because the individual
multipath amplitudes do not change rapidly within a local area. However, if the sys-
tem is narrowband, then multipath is not resolved, and the path amplitudes at each
resolvable (delay) time bin (being spaced by the reciprocal of the bandwidth) vary
due to multipath interference. This leads to the fluctuation of the instantaneous
channel parameters within the local area (see [6, 7]).

The mathematical definitions of the channel parameters are given in the follow-
ing section. The behavior indicated above will be revisited based on the equations
presented.

The selection of these parameters is an attempt to specify the main characteris-
tics of the frequency-selective channel with a minimum number of variables.

4.2.2 Definitions
4.2.2.1 Channel Impulse Response

It is most illustrative to start with the definition of channel impulse response (IR),
which is the straightforward formulation of the sum of discrete multipath

The (dimensionless) NRP is defined as the ratio of the received power P, and the transmitted power P,.
Equivalently, the absolute received power P, [W] could be used for channel description.
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components impinging at the receiver. In complex lowpass equivalent notation, the
IR is written as

We)=>pB.e " o(r—1,) (4.1)

where {8}, {0}, and {t} are the propagation paths’ amplitudes, phases, and delays,
respectively, and 7 is the delay-time variable. Normally, the delay of the first (short-
est) ray is defined as 7, = 0 because the absolute delay times are not important; only
the time dispersion is. Therefore, 7 is called the excess delay time, and it follows that
7,> 0 for i > 0; that is, the channel IR is causal.

Note that in a real environment, the parameters {#}, {6}, and {t} are time vari-
ant. For the sake of simplicity, this time dependency was omitted in (4.1). Within a
local area, that is, for displacements in the order of a few wavelengths 4, the ray
amplitudes {8} and the delays {r} can be considered relatively static, corresponding
to the assumption of a negligible change in shadowing. The ray phases {0}, however,
change unpredictably within the interval [0, 27) because they are related to the abso-

lute path lengths.”

4.2.2.2 Channel Parameters

All channel parameters introduced here are defined from the (static) power delay
profile (PDP), which is a function derived from the channel IR (4.1). The PDP speci-
fies the ray power versus the delay-time structure of the IR, being

p(r)=2,3f6(r—ri) (4.2)

As the ray phases are dropped in this equation, the channel parameters must be
(largely) constant within the local area, provided that the propagation paths are
fully resolvable.

The first parameter is the (normalized) received power, being the sum of the ray
powers

P, =B (4.3)

The Rician K-factor is the ratio of the dominant path’s power to the power in the
scattered paths, defined as

It is an open issue whether the assumption of discrete paths is viable. Generally, each reflection will show
some time dispersion and, therefore, a frequency-dependent magnitude. However, for a given observation
bandwidth, such physical paths can normally be approximated by (a number of) discrete Dirac impulses.

Smulders states, based on channel measurements over bandwidths of 2 GHz in the 60-GHz band, that
millimeter waves have sufficiently small wavelengths to be modeled as rays following discrete paths (see [8],
432 1.).
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2
K — ﬂi,mazx
PO - ﬂi,max
where
ﬁi,max = mtax{ﬁz} (44)

It will be seen that the K-factor specifies the depth of the fades within a local
area, as the Rician probability density function (PDF) will be used to characterize
the amplitude distribution of the channel response. Larger K-factors relate to shal-
lower fades.

Note that in the presence of an LOS, the first ray is the dominant one, implying
thatf, .. =pB,att,=0.

Finally, the RDS is introduced, which is the second central moment of the
(power-normalized) PDP, written as

r, =N’ —1?

rms

where

o = > 0" I Py, m={1,2} (4.5)

7, is considered to be the most important single parameter for specifying the
time extent of the dispersive channel. It also characterizes the frequency selectivity
because 7,,_is related to the average number of fades per bandwidth and to the aver-
age bandwidth of the fades.

4.2.2.3 Channel Transfer Function

An equivalent description of the time-dispersive channel is obtained by applying the
FT to the IR, yielding the channel transfer function (TF). This step will demonstrate
that a time-dispersive channel is also frequency selective.

First, time variability is reintroduced to the IR (4.1),

Wa,t)= D () O o(r = ,(¢)) (4.6)
leading to the time-variant TF,

H(f,t) = [ Wr,t)e > dr =y B,(t)e 12740 )] (4.7)

The magnitude of this function shows rapid variations with respect to both
the time and frequency variables. H(f,t) can be seen as the vector sum of the ray
amplitudes {8,(t)}, with vector angles {27fr,(£)+6,t)}. As the ray phases {6,(¢)} change
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rapidly for small displacements, the vector sum changes, causing the location and
time variability. The frequency dependency is due to the different delay times {z,(¢)},
which, at different frequencies, also lead to drastic changes in the vector sum. The
phases at two specific frequencies differ more with larger excess delay times {z(z)}.
This suggests a dependency of the time extent of the IR (which is characterized by
the RDS) and the number of fades per unit of bandwidth.

4.2.2.4 Magnitude Distribution

Due to the quasirandom phases of the terms of (4.7), H(f,t) can be seen as the sum of
a (large) number of random variables (RVs) with amplitudes {3(¢)} and uniformly
distributed phases over [0, 277). Assuming that a considerable number of rays have
similar magnitudes (except for possibly one dominant ray), the central limit theorem
leads to the conclusion that H(f,z) has a complex Gaussian distribution. Without the
dominant ray it is zero mean; otherwise it is nonzero mean. The magnitude
R = IH(f,)| of the complex Gaussian process is described by the Rician PDF

’p) (4.8)

_(+?)
-

’
pR(7)=w703 2 I,

where 1, is the common variance of the real and imaginary components of the com-
plex Gaussian process, p is the amplitude of the mean of H(f,t), p = |[E{H(f,)}|, and
I,(*) is the zeroth-order modified Bessel function of the first kind. For the zero-mean
case (p = 0), the Rician PDF reduces to the Rayleigh PDF.’

The parameters of (4.8) are related to the channel parameters P, and K as

K 1
2=p =P ——and2y, =P, —p =P ——
p ﬁz,max 0 K+1an 1/)0 0 ﬂz,max 0 K+1

(4.9)

Note that p” is the power of the dominant component, while 2y, is the power of
the scattered components. If the central limit theorem (plus dominant path) is not
perfectly valid, then the parameters given in (4.9) may still express a best fit of the
Rician distribution to the given channel. However, in this case, the magnitude of the
dominant path B, may rather be seen as an “equivalent” dominant path gain,
which does not strictly relate to one physical propagation path.

4.2.2.5 Band-Limiting the TF and Sampling the IR

For computer simulation schemes, a sampled version of the channel IR is required,
which implies the band limitation of the respective TF. Let us first introduce the

If the dominant component 7, occurs at a delay time different from 7, = 0 (or at a nonzero Doppler fre-
quency), then the mean will become zero as well, as a (deterministic) complex harmonic component results.
However, the amplitude distribution is still appropriately described by the Rician distribution. (This case is
described by Rice as the “Distribution of Noise Plus Sine Wave” [9, 10].)
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latter. A sampling interval T, in the TD limits the bandwidth to i¥ = i%.
Multiplication of the TF (4.7) by a rectangular window W, (f) applies such band
limitation
Hyy (f,t) = H(f:t)'WBw (7()
where
i Y
WBW(f)=J BW (4.10)
o i >
This step is equivalent to a convolution of the IR by a sinc function
0, (t) —7,(0)
by (7,8) = K(1,t) *sinc(r / T,) = zﬂ (t)e” smc T (4.11)
N
. jsm T x#0 . .
where sincx =1 7x . Clearly, rays stop being resolvable if the delay-

1 if x=0
time separation between adjacent rays is in the range of T. or below.

Sampling in the TD can be seen as multiplication by a train of Dirac impulses
with period T.. It therefore has the effect of convoluting the FD representation by a
pulse train with period 1/T, = BW [11]. The prior band limitation keeps the thereby
duplicated spectra from overlapping (i.e., aliasing is avoided), which essentially
means that no information is lost through the sampling. The sampled IR becomes

-0, (t) _: ans _Ti(t)
hBW,n,(t)Zﬁi(t)e #9: @) sine———— (4.12)

N

withn ={...-1,0, 1, 2, ...} being the discrete delay-time index. From this equation,
one can observe that the IR has contributions of all propagation paths at any time
bin 7. (Except if a ray has an excess delay of 7, = kT, where k is an integer, to be
exact). Even at negative delay times, some “leakage” of the (causal) IR is evident.
From (4.12) it also becomes clear that, for limited time resolution or bandwidth, the
sampled IR (at any time bin 7,) is rapidly time variant, due to the time dependency of
the superimposed rays’ phases {0,(¢)}. Calculating channel parameters from this
sampled IR results in instantaneous parameters {PO K TW} which are time vari-

ant, even within a local area, as discussed in Section 4.2.1. The variability of these
parameters is shown in Section 4.2.3, based on simulation results.

The application of the central limit theorem again leads to the conclusion that
complex Gaussian processes appropriately model the coefficients {h BW 1, (t)} (see
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[6, 12]). Their variances follow the so-called average PDP, which usually decays
with increased delay time. In various channel models, the IR is described in this way
(see, e.g., [13-16]). The complex Gaussian distribution also applies to the ray gains
of IRs derived from the FD channel model, which is proposed in Section 4.3.

The above analysis is an attempt to describe theoretically the behavior of the
time-variant, frequency-selective radio channel. It focuses on the aspects that are
important for a deeper understanding of the FD channel model. Therefore, particu-
larly the frequency selectivity of a band-limited, quasistatic channel has been
discussed.

4.2.3 Variation of Channel Parameters Due to Bandwidth Limitation

This section presents simulation results of the variability of instantaneous channel
parameters within a local area.

Channel realizations were generated with a TD simulation scheme, which pro-
duces channel IRs. The simulation model assumes an LOS ray at 7 = 0, a Poisson
process of ray arrivals (approximately 60 rays), an exponentially decaying average
PDP, and complex Gaussian ray amplitudes (see [16] for one cluster; see Section
4.5.3). In a second step, the IRs were normalized to get the required K-factor K,
7, =1and P,=1[15], allowing for simple evaluation of the estimation error. Apply-
ing the FT to the generated IRs, (complex-valued, discrete-frequency) TFs were
obtained with arbitrary bandwidth.

The variability of 7, and P, within a local area is depicted in Figure 4.1. For

analyzing 7, , the simulated TFs were transformed back to the delay TD using the
inverse DFT (IDFT) without windowing. Consecutively, 7, . was determined from
the positive part of the obtained, sampled channel IR using (4.5). P, is simply the
average power of the band-limited TFs.

The standard deviations of these parameters decrease with increasing band-
width because individual “propagation” paths become gradually more resolvable.
The estimation bias in 7, [see Figure 4.1(a)] is due to leakage effects.

Reduced variance and bias for higher K-factor are intuitively explained by the
fact that the (deterministic) dominant path largely determines Rician channels. Note
that K has most influence on the instantaneous values of the average power P,. This
behavior can be anticipated because K directly relates to the depth of the fades; that
is, a channel with a high K-factor (which has shallow fades) shows less variation in
this parameter than, for instance, a Rayleigh fading channel (which has quite deep

fades).

4.3 FD Channel Modeling

The channel model proposed in this section describes the correlation properties of
the channel TF in the FD. Starting from the definition of the channel correlation
functions (and power spectra), the so-called FD channel model is derived. Mathe-
matical expressions are given, relating the model’s parameters to (physical) channel
parameters.
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Figure 4.1 (a) Bias and standard deviation of the instantaneous RDS 7, within a local area due

to band limitation (the bias is caused by leakage effects); (b) standard deviation of the instantane-
ous, normalized, received power P, within a local area.

4.3.1 The WSSUS Channel Model

The channel correlation functions and power spectra are a set of functions defining
the small-scale characteristics of multipath fading channels in more detail than the
channel parameters given above. Introducing some assumptions will lead to the
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channel model used throughout this work. In particular, we concentrate in this work
on the correlation properties of the time-variant TF H(f,t) [see (4.7)] because this
function determines the channel’s impact on an OFDM system modeled as a set of
parallel Gaussian channels (see Chapter 5, [17]). Considering the mobile radio chan-
nel as a linear time-variant system, it is seen that the TF H(f,z) is only one possible
channel representation (from the family of Bello’s system functions [5, 6]). Another
is, for instance, the time-variant IR given by (4.6).

Let us first define the channel correlation functions assuming that those func-
tions are wide-sense stationary (WSS). This means that the autocorrelation function

Gy (fisfootiot,)=E{H*(f,,t,)H(f,,t,)} (4.13)

depends only on the frequency separation Af = f, — f, and on the time separation
At =t,—t,, but not on the absolute observation frequencies {f,, f,} and times {¢,, ¢,}. In
other words, the time-variant TF H(f,) is WSS with respect to both variables fand z.
The channel is thus characterized for all times and all frequencies by the so-called
spaced-frequency, spaced-time correlation function

¢, (Af,At) = E{H* (f,t)H(f + Af,t + Ar)} (4.14)

It can be shown that this assumption is equivalent to the introduction of the
WSSUS channel (see, e.g., [2, 5, 6]). In the WSSUS channel, the WSS property applies
to the time variability of the IR h(z,t). The uncorrelated scattering (US) property is
based on the assumption that the attenuation and phase of a propagation path at
delay time 7, is uncorrelated to the attenuation and phase at delay time 7,, for i # k.

In order to apply the concept of the WSSUS channel to real radio channels, the
quasi-WSSUS channel (QWSSUS) was introduced by Bello [5]. A QWSSUS channel
has the properties of a WSSUS channel within a local area and for a limited band-
width and time.

Furthermore, it should be noted that for Gaussian processes, the WSS property
implies stationarity in the strict sense. If the distribution of the TF H(f,) is complex
Gaussian with zero or nonzero mean, then the amplitude distribution is Rayleigh
or Rician, respectively. As this agrees with the channel properties derived in
Section 4.2.2, and as Gaussian processes generally simplify any stochastic mathe-
matical analysis, the complex Gaussian case will be assumed.

Figure 4.2 gives an overview of the most commonly used correlation functions
and power spectra defining the stochastic properties of the time-variant channel IR
and TF. These system functions are found in the center of the figure, surrounded by
their second-order moments, which are interrelated by FTs. As mentioned above,
our focus lies on the spaced-frequency, spaced-time correlation function depicted
just above the center of this figure.

4.3.1.1 Special Cases

Most of the analysis presented in this chapter concentrates on the case of the time-
invariant frequency-selective channel. The channel is then described by the TF H(f),
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Figure 4.2 Overview of the two time-variant system functions described (the channel IR and TF)
and a set of correlation functions (second-order moments) describing their stochastic properties.

which is a WSS complex Gaussian stochastic process in f, according to the above
assumptions. The second-order statistical functions characterizing H(f) are the
spaced-frequency correlation function ¢, (Af) = ¢, (Af,0) and its FT, the DPS
@,(7) (see Figure 4.2). A mathematical description of the DPS will be the basis of the
so-called FD channel model.

More familiar is the dual approach of modeling the time variability of a narrow-
band channel as a WSS complex Gaussian stochastic process H(¢). An example for
this method is widely known in the literature as Jakes’s fading model [1]. Compared
to the FD model, the frequency variable is exchanged with the time variable, and the
second-order statistics are the spaced-time correlation function ¢ ., (At) = ¢ ,, (0, At)
and the Doppler power spectrum S,,(v) for Doppler frequency v, which are a Fourier
pair as well (see Figure 4.2).

4.3.1.2 Additional Channel Parameters

Figure 4.2 also introduces some additional channel parameters, which are derived
from the correlation functions and power spectra.

Coherence time and bandwidth indicate the ranges (in time and frequency) over
which the TF H(f,t) shows significant correlation. They are defined as the time
or frequency separations At and Af, where the spaced-time or spaced-frequency
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correlation functions, respectively, drop below 0.9. (Sometimes 0.5 is used for this
threshold.)

Related to the power spectra, the maximum delay spread and the Doppler
spread are defined, corresponding to the maximum delay time and frequency com-
ponents in these spectra.

Often, mathematical relations are given in between these parameters, that is,
between the coherence-bandwidth and the (reciprocal of the) maximum delay
spread or the RDS, and between the coherence time and the (reciprocal of the) Dop-
pler spread. However, these relations lose significance in the Rician case because the
dominant component (leading to the nonzero mean of the Gaussian distribution)
causes a constant additive term in the channel correlation functions [15]. Therefore,
these relationships should be used with care.

4.3.2 Channel Description

The DPS characterizes the frequency selectivity in the FD channel model. In agree-
ment with measurements reported in [13], the shape of the DPS is defined as shown
in Figure 4.3. It is specified by four parameters:

p’: The normalized power of the direct ray;

IT [1/s]: The normalized power density of the constant-level part;
7, [s]: The duration of the constant-level part;

y [1/s]: The decay exponent of the exponentially decaying part.

Mathematically, the DPS can be written as

(0 <0
B p>o(1) =0
m(ﬂ—ln 0<r=<t, (4.15)

Me 7" r>7,

In many cases, the number of (free) parameters can be further decreased. The
exponentially decaying DPS is a good approximation for most practical channels,

A9, (7) [dB]

[ J pz

v

7 Excess delay 7 (s)

Figure 4.3 Model of the DPS.
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which is implemented by letting 7, = 0. The existence of an LOS ray at 7 = 0 implies
that the channel TF is nonzero mean; thus, the fading envelope distribution is
Rician. Rayleigh fading channels have p = 0.

For this analysis, it is appropriate to define # = 7,y, which is a single parameter
to account for the shape of the DPS. u can take values # € [0, ], where the two
extreme cases, # = 0 and # = o, describe an exponentially decaying and a rectangu-
lar DPS, respectively. Note that in the latter case (rectangular DPS), the maximum
excess delay will be much smaller than for # = 0; thus, # can be used to adjust this
parameter (see Section 4.3.3).

Relations between the model parameters defined above and the channel
parameters are presented in Section 4.3.3.

4.3.3 Relation to (Physical) Channel Parameters

For the application of the FD channel model, it is most important to relate its
parameters {p’, I1,y, .} to the channel parameters defined in Section 4.2.2: the NRP
P, the Rician K-factor K, and the RDS 7.

The channel parameters derived from the channel model are the local area
means, as discussed in Section 4.2. Finite bandwidth realizations or measurements
within a local area have “instantaneous” channel parameters {130 K ,%ms} spread

around those means.

Table 4.1 gives an overview of expressions relating the model parameters {p’, II,
¥, 7,} to the channel parameters {P,, K, 7, } and vice versa. The derivation of
these equations is outlined in Sections 4.3.3.1 through 4.3.3.3. For notational

Table 4.1 Relation Between Model and Channel
Parameters (Symbols Are Defined in the Text)

model - channel

u=1y € |0, x] u=0
I1 I1
P=p"+—u P=p"+—
Y v
2 2
he PV p PV
M, I1
1/ 1 u, towy o _1V2K+1
Tps = — 1| ————— —= ms =
"y K41y, (K+1) o] y K+1
channel = model
u =7, y(must be known) u=0
2=P +— 2=P 4+ —
P Tk P TR
1 1 u, 1 _ 1 J2K+1
y_rm K+lu, (K+1) u] Ty K1
P P
— 0 l H: 0 ,y
K+1 u, K+1
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convenience we introduce #, =u + 1,u, =u’/2 + u=1,and u,=1"/3 + v’ + 2u + 2, with
u =7y. An important special case is given by # = 0, the exponentially decaying DPS,
which is an appropriate description for many practical channels. Table 4.1 also lists
the simplified expressions for this case.

4.3.3.1 Derivation of Channel Parameters

From the continuous DPS ¢, (t) defined by (4.15), the analytical expressions given in
Table 4.1 can be derived for the expected values of NRP P, Rician K-factor K, and
RDS 7, . P, relates to the DPS as

P, =}¢h(r)dr =p’ +H'{‘L’1 +ﬂ (4.16)

The K-factor is used to characterize the amplitude distribution of Rician chan-
nels, relating the power of the direct path to the power of the scattered paths.

2 2

P P

K= —
Py—p*> M-(zr,+1/y)

(4.17)

The RDS _ is the single most important parameter characterizing the frequency

rms

selectivity. It can be interpreted as the centralized second moment of the normalized

DPS
7 =17 —(7) (4.18)
where
o 2
;=ft¢h(r)dr=H-|_T—]+T—1+iz-| (4.19)
o P [2 vov J
and
_ L 3 2 2
T’ =f1:2 %,(0) dr:H-rT1 T—l+%+%-| (4.20)
0 P, 3 v Y J

4.3.3.2 Spaced-Frequency Correlation Function

The spaced-frequency correlation function is used repeatedly throughout this chap-
ter to implement the channel behavior in the mathematical analysis of the radio
channel and in the analysis of OFDM system aspects. It is derived from the DPS
(4.15) via the FT:

¢, (AN = E{H* (NH(f + 8} = F{$, (1)} =
1 (4.21)

pz +H'TlSiHC(T1Af)e_im'Af +Hm — jar  Af
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For 7, = 0, that is, for the special case of an exponentially decaying DPS, the
spaced-frequency correlation function can be written as

P 1
O _IK

Af) = + 4.22
n(A) =3 1+ 2aAfr,, K, (4.22)

where K, =(K +1) /2K +1.

4.3.3.3 Maximum Excess Delay

The shape factor u introduces another degree of freedom into the channel model,
which allows the variation of the maximum excess delay 7, by a certain factor for a
given RDS 7, . Strictly speaking, the maximum delay spread is infinite due to the
exponentially decaying part of the DPS, which never becomes zero. In practice,
however, multipath components can be neglected that are attenuated very signifi-
cantly. We therefore define the maximum excess delay as the delay time, where the
exponentially decaying part has decreased by about 43 dB. Such attenuation is
reached if the duration of the exponentially decaying part is exactly 7, = 10/y, lead-
ing to the maximum delay spread 7, =7, =7, =7, + 10/y. Expressed in terms of
channel parameters, this is

K+1
Tonax = T s (0 +10) (Rt D) (4.23)
\/u1u3(K+l)—u§
which simplifies for # = 0 (i.e., 7, = 0) to
K+1
r, =1, 10-—— =107, K, (4.24)

T
max rms m rms

It is seen that 7, _and 7, _are related by a factor, which is a function of K and .
Figure 4.4 illustrates this factor. According to this definition, 7__ is exactly 10 times
larger than 7, at K = 0 and u# = 0. Larger K-factors generally increase this factor;
larger parameters u decrease it. For instance, 7,__is only about three times 7,,_for the
rectangular DPS at low K-factors.

As the maximum delay spread 7, defines the maximum “frequency” compo-
nent of the DPS, it is this parameter that defines the Nyquist frequency when a sam-
pled version of the channel TF is needed in measurements or computer simulations;
that is, the sampling interval in the FD must be smaller than 1/(27__ ).

4.4 FD Channel Simulation

The discussion of simulation schemes in this section is restricted to the case of static
(time-invariant) frequency-selective channels. Such simulations are, for instance,
appropriate for the study of OFDM systems, with a system model that reduces the
channel, including the inverse FFT (IFFT) at the OFDM transmitter and the FFT at
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Relation between the maximum delay spread and the Rms delay spread
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Figure 4.4 Factor between the maximum delay spread 7, and the RDS 7,,,, as a function of the
Rician factor K and with the shape factor u as a parameter.

the receiver to a set of parallel Gaussian (sub-) channels (see Chapter 5, [17]). These
subchannels have complex attenuation factors given by the channel’s TF H(f) at the
frequency instants of the OFDM SCs f = nF, where F [Hz] is the sampling interval in
the FD, and 7 = {0, 1, 2, ..., N — 1}. The simulation scheme presented in this section
directly generates H(f) for well-defined channel parameters.

In some cases, for instance, when evaluating channel-estimation schemes, the
time variability of the TF is also of great importance. The extension of the static
simulation scheme to a time-variant one is discussed.

4.4.1 Model Description

The simulation system for time-invariant channels is shown in Figure 4.5. Real-
valued white (or wideband) Gaussian random processes W(f) in the FD are gener-
ated by a noise source. The appropriate spaced-frequency correlation is obtained by
FD filtering of W(f) with a (lowpass) filter g(f). The output of this filter is the real-
valued, colored noise process ,H'(f) = W(f) * g(f), where * denotes convolution. The
inverse FT of H'(f) (in delay-TD representation) is complex valued and hermitian,
that is, symmetric with respect to the 7 = 0 axis. It is not causal, in contrast to the IR
of a real channel. The required causality in the TD is obtained by applying the Hil-
bert transform (HT) to ,H'(f) and adding the result H'(f) as H'(f) = H'(f) = j.H'(f).
Doing this, the negative part of the IR is canceled.

The amplitude of the TF |H'(f)l is Rayleigh distributed since H'(f) is a complex
Gaussian noise process. A Rician fading channel may be simulated by adding a com-

plex constant p - e’ to H'(f), representing the LOS path at 7 = 0.
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Figure 4.5 FD simulation of the frequency-selective radio channel.

4.4.2 Implementation of the Simulation Scheme

To obtain a computer simulation program producing TFs with the desired DPS, two
elements of the above simulation scheme must be appropriately designed; the
noise-shaping filter g(f) and the variance of the noise source oy, . The simulator pro-
duces a sampled version of the TF, H(nF), where F [Hz] is the sampling interval in
the FD and #» = {0, 1, 2, ..., N — 1}. F must be selected according to the sampling
theorem, that is, F < 1/(27__ ).

The power spectral density (PSD) of the output of the simulation scheme (which
is in T domain) has to match the continuous DPS defined by (4.15). This is achieved
by designing the filter g(nF) to have a TF G(t) proportional to the DPS (for 7 > 0,
that is, skipping the LOS component). Any classic filter design method can be used
in this process [11]. By definition we let IG(z)l = 1 during the constant-level part (or
att = 0" if there is no constant-level part), which leads to the variance o}, = I1/(4F), as
derived next.

4.4.2.1 Derivation of the Variance of the Noise Source

The noise source produces independent, real-valued noise samples with variance
0+, - The sequence W(nF) thus has a (periodic) spectrum with constant PSD

Sy(x)=0y F (4.25)
Applying these samples to the noise-shaping filter with amplitude TF

1 <7,

G0l = {ewn) (4.26)

"’7‘ >T

leads to the PSD of Re{H'(nF)} written as

S (x) =0y, FG(7) (4.27)
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The next step in the simulation scheme is the addition of the Hilbert-
transformed sequence, which increases the PSD for 7 > 0 by a factor of four. (The HT
cancels the negative 7 part of the Fourier spectrum, while doubling the positive 7
part, resulting in fourfold power for 7 > 0). This yields the PSD to be compared with
the model (the DPS) as

S (r) =403, FG()|=¢,(x) forr>0 (4.28)
which yields o}, = TT/(4F).

4.4.2.2 Extension to a Time-Variant Channel Simulator

In order to extend this static simulation scheme to a time-variant one, the TF H(f,,)
must have the required Doppler spectrum when the time variations are investigated
at any given frequency f = f,. This may be achieved by generating a number of inde-
pendent TFs H(f,t =k - T), k = {1, 2, 3, ...} and filtering them in time direction at
each frequency sample, according to a specific Doppler spectrum. [Separability of
the joint time-frequency correlation function ¢, (Af,At) is thereby assumed.’] A set of
N filters is required for applying time variability to the TFs in this way.It should be
noted that this simulation scheme gets rather complex. It might thus be preferable to
use a conventional fading simulator, one that generates a (time-variant) IR, and
transform the IR to the FD, if required. Usually, the IR is defined by much fewer
than N coefficients; therefore, the complexity is reduced.

4.4.3 FD Simulation Results

Figure 4.6(a) shows a simulated TF, which is compared to a measured one in
Figure 4.6(b). The two channels’ IRs are given in Figure 4.7(a, b), both derived from
the respective TFs using the IDFT without windowing. The measurement was per-
formed with a network analyzer, observing a bandwidth of 1 GHz around a center
frequency of 11.5 GHz.” The channel parameters P, = 62.1 dB, K = 1.9 dB, and
7,..= 9.0 ns were extracted from the measured TF [Figure 4.6(b)] and (with 7, = 0)
used to generate the simulated TF [Figure 4.6(a)]. Both TFs have a length of 801
samples. A 15-tap FIR filter was used for the noise-shaping filter g(»F) in the simula-
tion scheme.

The TF is obtained from a stochastic simulation model. Therefore, we do not
expect it to be identical to the measured TF. However, it is clearly seen that the char-
acteristic of the fading is well reproduced. Originally, a linearly increasing phase

Separability of the two-dimensional spaced-frequency, spaced-time correlation function ¢,(f,#) means that it
can be written as a product ¢, (Af,At) = ¢, (Af) - ¢,(At). This assumption is valid if 7, f, << 1 [18], which is
given for practical propagation channels (7, denotes the maximum excess delay; f, is the Doppler spread).

The author would like to thank Dr. G. J. M. Janssen for providing measurement results for the validation of
the proposed methods [14]. The measurements were conducted at the TNO Physics and Electronics Labora-
tory in The Hague, the Netherlands, between August and December 1991.
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Figure 4.6 (a) Simulated TF, and (b) TF measured with a network analyzer (corrected for linear
phase shift).

shift was evident in the measured TF corresponding to the propagation delay of the
shortest path. In the illustration this was compensated for to have the first compo-
nent arrive at (excess) delay 7 = 0 in agreement with the simulation model.
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Figure 4.7 (a) IR derived by IDFT from the simulated TF shown in Figure 4.6(a), and (b) IRs
derived from the measured TF [see Figure 4.6(b)].

The PDF and the cumulative distribution function (CDF) of the simulated
amplitude TF are shown in Figure 4.8 and compared to the Rayleigh distribution.
Because of the low K-factor (K = -1.9 dB), good agreement is evident.

Figure 4.9 shows second-order statistical properties estimated from simulated
TFs. The power spectrum obtained by averaging periodograms of 100 simulated
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Figure 4.9 DPS and spaced-frequency correlation function for the FD simulation model. Upper
plot: DPS and estimated power spectrum. Lower plot: Correlogram; estimated and analytical cor-
relation functions; markers “O”; coherence bandwidths 0.5 and 0.9.

TFs agrees well with the used DPS model (upper plot). The lower plot shows
(spaced-frequency) correlation properties and compares them to the theoretical
function given by (4.21). Coherence bandwidths are determined by solving
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numerically for the frequency-separations, where the correlation function’s magni-
tude drops to 0.9 (or 0.5, according to the definition).

4.4.4 Differences from Time-Domain Simulation Schemes

The equally spaced tap gains of the sampled (and band-limited) IR are not uncorre-
lated, according to the analysis shown in Section 4.2.2 [see (4.12)]. That is, there
exists a certain autocorrelation between different delay bins of the IR. This correla-
tion results from the band limitation needed for the time quantization, which implies
a convolution of the discrete, nonsampled IR with a sinc function. Another effect of
this convolution is visible in spectral components at negative delay values due to
leakage effects. The FD simulation scheme shows these properties [see Figure 4.7(a)
and Figure 4.9].

Many TD simulators, however, implement the channel IR by simply generating
independent, complex-valued path gains at the (sample-spaced) delay bins [18, 19].
Leakage effects, that is, components at negative delays, are not considered either
(see, e.g., [6], Figure 1.12; [19]). (One sampled simulation model, which does con-
sider those effects, is described in [18].)

In particular, these simplifications are used, when the channel models are
applied for the design of digital radio interfaces. Normally, the resulting differences
are negligible, but there are cases where the impact gets important. An example is
DFT-based channel-estimation schemes for OFDM. Such channel estimators deter-
mine first a coarse estimate of the channel TF, for instance from a training sequence.
In order to reduce the mean-square-error (MSE) of the estimate, the next step is a
transform of the TF to the delay TD, yielding a noisy channel IR. In this form, likely
noise components, at negative or very large delay values, can be identified and set to
zero, followed by a back transformation to the FD. The result is an estimate of the
channel TF with enhanced SNR and hopefully reduced MSE. The simulation of such
a scheme suggests excellent performance, if a so-called sample-spaced channel simu-
lator is used because then the channel IR is indeed zero at the sample bins set to zero.
On a real channel, however, important information is lost, as channel taps are set to
zero, which correspond to leakage components. This leads to irreducible error floors
in terms of bit error rate (BER) and MSE [20-22]. In this respect, the proposed FD
simulation model has an inherent advantage over conventional, sampled TD models
because the correlation among channel taps and leakage effects is considered in
closer agreement to reality.

4.5 Application to Millimeter-Wave Radio Channels

This section has two main purposes. First, the suitability of the proposed FD channel
model and simulation scheme is verified; second, parameters are found for the
model. These goals are approached through a discussion of measurement campaigns
reported in the literature.

In particular, our focus lies on mm-wave radio channels. Within the millimeter-
wave frequencies, the 60-GHz band has received most attention in the literature,
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mainly for the following reasons: Large amounts of bandwidth are unallocated in
this band, bandwidths that are required for communications systems at the intended
data rates of 100 Mbps and above. Another advantage of the 60-GHz band is due to
a physical property of the propagation channel at this specific frequency. Oxygen
absorption leads to attenuation above 11 dB/km between 57 and 63 GHz. This
attenuation (in addition to the path loss) is believed to enable shorter reuse distances
in cellular systems because it counteracts cochannel interference. Over short dis-
tances, the additional attenuation can be neglected.

It is a general property of millimeter-wave propagation that the behavior of
propagation rays is well characterized by geometric optics. That is, waves do not
penetrate through walls or other obstacles, and wave reflection is the main mecha-
nism leading to multipath. Scattering, diffraction, and wave guiding are considered
far less important [23].

This section starts with a discussion of measurement results (Section 4.5.1). In
Section 4.5.2, typical channel parameter values are given. The influence of features
of the propagation environment on those parameters is discussed. Channel models
suggested in the literature are treated separately in Section 4.5.3. Section 4.5.4 deals
with the applicability of the newly proposed FD channel model to (millimeter-wave)
radio channels—the validation of the FD model.

4.5.1 Discussion of Measurement Results

A major activity in the field of millimeter-wave propagation has been conducted in
the framework of the Research into Advanced Communications systems in Europe
project 2067, Mobile Broadband Systems (RACE-MBS) [23, 24]. The measurement
campaigns described include material characterization and indoor and outdoor
propagation studies. Ray-tracing models have been developed for predicting propa-
gation parameters and for investigating the impact of environment features,
antenna characteristics, and the like. An extensive list of literature on millimeter-
wave propagation is found in the “Final Report on Propagation Aspects” of the
RACE-MBS project [23].

Partly related is the activity carried out within the European Cooperation in the
Field of Scientific and Technical Research (COST 231) program [8]. This study also
covers indoor and outdoor channels. A major contribution to indoor propagation
originates from the research of P. F. M. Smulders, conducted at Eindhoven Univer-
sity of Technology [13].

Other work on indoor channels is found in [12, 14, 15, 25-35]; outdoor stud-
ies are presented in [36-38]. Note that most of the work has been done on
indoor channels and their modeling, probably because of the range limitation of
millimeter-wave propagation.

The main parameters of interest for applying the FD model to millimeter-wave
channels are the NRP P, the Rician K-factor K, and the RDS 7, . For the air inter-
face design, the latter two parameters, {K, 7, }, are generally sufficient. The NRP is
required for link budget considerations.

While most studies present results of 7
commonly not investigated.

and NRP, the K-factor is unfortunately

rms
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Generally, it is difficult to compare measurements conducted by various
research groups because of the following:

* Differences in the measurement equipment and method used;
* Different antenna characteristics and configurations;

* Different parameters measured and presented;

* Different environments investigated.

We try to organize this comparison and overview by discussing the parameters
of interest and elaborating on the impact of some of the above listed factors. Only
wideband measurements are considered because of the importance of characterizing
the time-dispersive and frequency-selective nature of the channel. The modeling of
these channel properties is essential for the air interface design, which is the intended
application of the channel model under development.

4.5.1.1 Measurement Setups and Techniques

Most indoor-measurement campaigns use vector network analyzers to scan the
channel TF (phase and magnitude) versus frequency (see, e.g., [8, 12-15, 31,
33-35]). The conditions to use such equipment are short distances because a phase
reference must be provided between the transmitting and the receiving sides and a
(quasi-) static channel due to the time it takes to acquire the frequency TF. These
conditions are feasible in indoor scenarios. The main advantages of this approach
are high time resolution achieved by scanning over a large bandwidth and good SNR
because a narrowband (continuous wave) signal is transmitted in which the whole
transmit power is concentrated. The delay-time resolution investigated is normally
around 1 ns, corresponding to a scanning bandwidth of 1 to 2 GHz. In [38], a net-
work analyzer was used for outdoor measurements.

Correlation-type channel sounders were developed for the extensive measure-
ment campaigns performed in the RACE-MBS project [23, 24]. For outdoor chan-
nels, a wideband test signal (chirp) was generated by rapidly sweeping a carrier over
a bandwidth of up to 200 MHz [36, 39]. A separate indoor channel sounder is based
on the transmission of a pseudorandom binary sequence and a sliding correlator on
the receiver’s side (see [40]). Similar equipment was employed in [32] for indoor
measurements and in [37] for outdoor measurements.

Within this Ph.D. research, a novel, noncoherent channel measurement tech-
nique was developed that can estimate the NRP, K-factor, and 7, from swept-
frequency power measurements. No phase measurement is required, which simpli-
fies the equipment needed. Measurement campaigns conducted with this method at
DUT are described in [25-28]. Indoor and outdoor channels were studied at 17 and
60 GHz.

4.5.2 Discussion of Channel Parameters

The RDS 7__ and the Rician K-factor are the two most important parameters for

rms

specifying the channel’s frequency-selective nature in the context of air interface
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design. It will be seen from the study of the FD level crossing rate that the RDS deter-
mines the number of fades per bandwidth, while the K-factor specifies the depth of
the fades. The NRP just determines the average SNR. Since the SNR is usually con-
sidered a variable in any kind of system studies, absolute values of NRP are not of
major importance for the air interface design.

4.5.2.1 RDS

The following main features of the propagation environment influence the RDS.
Note that the mentioned properties are applicable for indoor channels only. Similar
features, however, will also have an impact on the RDS in outdoor scenarios.

Room Size

Generally, the RDS increases with the room size. Such behavior was, for instance,
reported in the work of Smulders [13], who measured typical values of RDS
between 15 and 45 ns in small rooms with dimensions < 24 X 11x 4.5 m® and val-
ues between 30 and 70 ns in larger rooms.

These values are rather large, compared to the results from many other indoor-
measurement campaigns found in the literature. The main reason for the large val-
ues is, next to the large rooms investigated, the antenna design implemented. The
biconical horn antennas, having an omnidirectional radiation pattern in the azi-
muth plane, a 3-dB beam width of 9° in the elevation plane, and a directivity of 9
dBi, were designed such that the NRP hardly depends on the antenna’s position
within a room. Therefore, they radiate quite a large fraction of the transmitted
power toward the walls, leading to strong first reflections and long delay spreads.
Although the delay spreads are quite large, this design might be of advantage
because self-shadowing effects become less harmful. That is, signal loss due to the
obstruction of the LOS path by the user (see [41]) is assumed to be less significant
for such antenna setups.

Antenna Directivity

Directive antennas attenuate parts of the impinging reflected waves. Therefore, the
RDS usually decreases, as more directive antennas (in the azimuth plane) are
employed.

Such behavior is clearly seen from measurements and ray-tracing simulations
performed by T. Manabe et al. [31]. In a room with dimensions of 13.5 X 8 X 2.6
m’, they measured typical RDS values of 18, 14, S, and 1 ns for, respectively, an
omnidirectional antenna (4/2-dipol) and antennas with 3-dB beam widths of ~60°,
~10°, and ~5°.

A similar study based on a ray-tracing tool is presented in the final report of the
RACE-MBS project [23]. In the investigated room of approximate dimensions 11 X
7 x 3 m’, different antenna configurations were evaluated, leading to RDS values of
20 to 25 ns for the less directional antennas and values (significantly) lower than §
ns for the most directional ones.

In order to investigate this anticipated dependency between the RDS and the
antenna characteristics, Smulders has conducted some additional measurements
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using a 15-dBi circular-horn antenna (in stead of the 9-dBi omnidirectional biconical
horn antenna) on one side of the measured link [13]. His results confirm the
expected behavior if median values of RDS are considered (RDS decreases from
~40 to ~25 ns). However, the maximum RDS values observed were even larger
than for the standard antenna configuration (increase from ~48 to ~60 ns). Bulti-
tude et al. [33], who performed a measurement campaign at 40 GHz in a large
open office environment, reported a similar behavior. It is a possible explanation
that the more directive antenna, which also has higher gain, may emphasize some
reflected paths with a rather large delay time. Such paths contribute strongly to
the RDS.

Building Material

The reflectivity of building material is expected to be another important factor influ-
encing the RDS. This behavior was reported, for example, by Smulders [13], who
measured higher RDS values in a small room with metal walls (room dimensions
~10 X 9 x 3m’; 7, = 45 ns) than in a much larger auditorium room with walls cov-
ered by wood and acoustically soft material (room dimensions ~30 X 21 X 6 m’; 7,
= 35 ns). Ina small room (~13 X 9 X 4 m’) with wood-covered walls, RDS values of
~20 ns were measured.

Outdoor Measurements

Measurements in seven different streets in downtown Oslo were reported in [23, 24,
36] (MBS-RACE project). The RDS is typically lower than 20 ns, except for one
measurement where a major reflection source (tourist bus) was located on the street.
In the latter case the RDS was less than 50 ns. The maximum delay spread (the slid-
ing delay window, or the shortest period of the IR containing 90% of the received
energy) is less than 45 ns for 90% of the measurement points. However, maximum
values up to 270 ns were observed. Results from measurements at city squares show
higher values of RDS and maximum delay spread.

Outdoor measurement results reported in [25, 26] (for 17 GHz), [38] (for 60
GHz), and [37] (for 40 and 60 GHz) also show RDS values starting below 20 ns and
occasionally reaching about 100 ns and above [38]. Little work has been done on
outdoor propagation in millimeter-wave bands.

4.5.2.2 Rician K-Factor

Parameter pairs of RDS, 7, , and the Rician K-factor are required for modeling mul-
tipath radio channels using the FD channel model introduced in Section 4.3. While
statistics of the RDS are found in most propagation studies, the Rician K-factor is
often not (explicitly) investigated. Many studies assume Rayleigh fading amplitude
distributions, that is, K-factors of zero. In situations where the LOS between trans-
mitter and receiver is obstructed, this assumption may be reasonable. However, as
an LOS path is often required for reliable transmission at millimeter-wave frequen-
cies [41], the K-factor becomes an important channel parameter. Typical values of K
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are given below. The influence of an LOS path and the influence of the antenna
characteristics are investigated.

Influence of an LOS Path

Janssen [14, 15] and Bohdanowicz [25, 26] conducted two measurement campaigns
that consider the K-factor. Although those measurements were performed at lower
frequency bands (at 2.4,4.75, and 11 GHz, and at 17 GHz, respectively), the results
are interesting for modeling the 60-GHz channel. One important reason is that most
of the measurement situations were similar to the expected scenarios for 60-GHz
systems, where both the transmitter and the receiver are typically located within the
same room. Moreover, results for all of these frequency bands are quite similar, sug-
gesting that a shift to the 60-GHz band would not have a large impact either. The
comparative study of a 1.7-GHz and a 60-GHz channel presented in [32] confirms
the latter.

Characteristic channel parameters reported by Janssen ([14, 15]) are 7,, = 10
ns, K = 2.5 dB in LOS situations, and 7, 15 ns, K = 3 dB without LOS. All meas-
urements were performed in relatively small rooms.

The 17-GHz channel study by Bohdanowicz ([25, 26]) gives typical K-factors
between 0.3 and 2.5 dB for LOS indoor scenarios (r, = 5 to 17 ns) and values
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around 1 dB for indoor non-LOS situations (z,, = 9 ns). Larger K-factors of 3 to §
dB were determined from outdoor LOS measurements, where 7, =20 ... 30 ns.
Clearly, increased K-factors are observed in the presence of a (dominant) LOS
path, corresponding to amplitude distributions with shallower fades. While K-fac-
tors below 3 dB can be well represented by the Rayleigh distribution, higher values
should be modeled by the Rician distribution. In particular, if K = 0 dB, that is, if
the dominant path carries greater or equal power than all of the reflected paths, the

Rician model must be used.

Antenna Directivity

It is expected that more directive antennas yield higher K-factors because if the
antennas are pointed toward one another, the dominant path is amplified while the
reflected ones are attenuated. Inspection of the IRs shown by Manabe et al. in [31]
confirm such behavior. Unfortunately, no values of K-factors are given there.

The channel model parameters given by Smulders [13] and by Kunisch et
al. [12] can be used to estimate the Rician K-factor and investigate the impact of
antennas’ directivity. Those model parameters were obtained from 60-GHz channel
measurements.

Smulders’s model parameters [13] imply that even for the 15-dBi directive
antenna and in the presence of an LOS path, the K-factor would be less than or
equal to 6 dB and therefore well described by the Rayleigh model. Note that in this
study the directive (receive) antenna was not pointed toward the transmitter. This
may be a partial explanation for this unexpected result.

Kunisch’s model parameters [12] correspond to Rician K-factors between 7.3
dB and 25 dB (and 7, between 5.7 and 1 ns, respectively). Kunisch’s measurement
setup used an 8-dBi antenna at the transmitter and two receiver antennas pointed
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toward the transmitter, with respective gains of 20 and 22 dBi. It appears that such
an antenna configuration can effectively reduce the multipath fading. Adaptive
antennas (beam forming) can avoid the need to point the antenna manually.

Larger K-factors reduce 7, when the decay exponents of the average PDP
remain constant. This is also seen from the equations given in Table 4.1, where y
should be considered constant. The model parameters given by Kunisch [12] con-
firm that such a dependency may exist, at least within one room.

4.5.3 Overview of Channel Models

Most of the (stochastic) channel models proposed in the literature for millimeter-
wave channels are based on the indoor propagation model presented by Saleh and
Valenzuela [16]. First, this section reviews their model. Second, a number of modifi-
cations are discussed for its application to millimeter-wave channels. The suitability
of the FD channel model for this frequency band is studied in Section 4.5.4.

4.5.3.1 Review of the Saleh and Valenzuela Model

The Saleh and Valenzuela model is a method to generate time-discrete channel IRs as
defined by (4.1). Stochastic processes are specified to model the ray arrival times {z },
the ray amplitudes {8}, and the ray phases {6}.

The ray phases are considered to be independent RVs that are uniformly distrib-
uted over [0,277) because the phases vary over that range when the path lengths
change by just one wavelength.

Two Poisson processes implement the ray-arrival process. Reflections are
assumed to arrive in clusters, where the first Poisson process models the arrival times
of the clusters with some fixed rate A [1/s].” Subsequent ray arrivals within the clus-
ters are realized by the second Poisson process with rate A, >> A. Per definition, the
first ray and the first cluster arrive at 7 = 0. A Poisson process of (ray) arrivals implies
exponentially distributed interarrival times, written as

p(AT) =4, exp[—4,(Ar)] (4.29)

where At is the delay-time difference between consecutive paths of the same cluster.
The probability distribution of the path gains {$} is a Rayleigh distribution.
(Therefore, the path gains including the uniformly distributed path phases {ﬁ e }

follow a complex Gaussian distribution.) Introducing the variables / and & for index-
ing the cluster and ray-within-cluster, respectively, the mean square values of the

magnitudes {ﬂ 2,} are written

According to [16], the formation of clusters is related to the building superstructure; that is, clusters of rays
typically originate from (steel-reinforced) exterior or interior walls or large metal doors or objects. The rays
within the clusters are due to reflections in the vicinity of the transmitter or receiver. Clustering of rays is
therefore a property of indoor channels at longer ranges and at lower carrier frequencies, where propagation
through walls is possible. Clustering of rays also occurs in outdoor channels [42-44].
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B =P e T (4.30)

where {T}} and {r,} are the cluster and ray-within-cluster arrival times, respectively,
and I' and y,, are the corresponding power decay time constants. This function is
called the average PDP because it characterizes the average ray power of the IR as a
function of the excess delay time. It is composed of a set of exponentially decaying
parts, one for each cluster of rays.

For more details on the Saleh and Valenzuela model, the reader is referred
to [16].

4.5.3.2 Modifications to the Model

Several authors have applied a number of modifications to the above-described
model in order to match it to millimeter-wave channels.

Most of the implementations found in the literature reduce the number of
clusters to one (see, e.g., [12-15]). This simplification is made because in a typi-
cal indoor millimeter-wave channel, the reflections originate all from within one
room, leading to a single, dense cluster of ray arrivals. Remember that millimeter-
wave frequencies hardly penetrate through building material. An exception is the
work of Park [35], who gives a set of parameters for the original multicluster
version of Saleh and Valenzuela’s model. Park investigated indoor channels at
60 GHz.

In several cases, the model has been augmented by a separately specified path at
7, = 0 ([12-15]) in order to extend the model to Rician channels by introducing a
(dominant) LOS path.

Smulders [13] proposes a composite average PDP, where the exponentially
decaying part of the single cluster is preceded by a constant-level part. This part is
introduced to better describe first-order reflections arriving at similar strength due
to the antenna design chosen. Such a constant-level part is also implemented in the
FD channel model proposed in Section 4.3.2.

Janssen shows in [15] how to adjust the generated discrete-time IRs in order to
realize exactly a given set of channel parameters {P,, K, 7, }. (Note that those are
local area mean parameters; see Section 4.2.2.) He also suggests a method to incor-
porate small-scale fading effects resulting from movements within a local area. That
mechanism is based on ray-arrival directions relative to the assumed transceiver
movement.

4.5.4 Applicability of the FD Model

The proposed FD channel model characterizes the mobile radio channel by its DPS,
the FT of the spaced-frequency correlation function. This model agrees well with
the modified (single-cluster) versions of the Saleh and Valenzuela model introduced
above, because the DPS of the FD model is described in an almost equivalent way to
the average PDP of the (single-cluster) Saleh and Valenzuela model. In the FD
model, Rician channels may be implemented using the discrete, direct path atz, = 0.
Moreover, a constant-level part is incorporated as in [13], which allows for a better
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match to certain channel IRs and also enables varying the maximum excess delay in
some range, as investigated in Section 4.3.3.

According to the overview of channel models presented above, a single cluster of
rays is an appropriate description of millimeter-wave indoor channels, where the
transmitter and receiver are typically located within the same room. The suitability
of the proposed channel model for such scenarios was also confirmed by the com-
parison of measurement results to computer simulations (see Section 4.4.3).

Clustering of rays can be implemented in the proposed model by modifying the
DPS accordingly, that is, by defining a DPS consisting of multiple exponentially
decaying parts. Similarly, arbitrary outdoor channels could be realized. However,
using the model for the design of OFDM systems, I am confident that the simple
model introduced in Section 4.3.2 is applicable to a much wider range of actual envi-
ronments. For such systems, the most important channel properties are the correla-
tion among (adjacent) SCs and the distribution of their amplitudes (or powers).
These properties are well preserved by the model as long as the channel parameters
are matched to the environment under investigation. And these parameters can be
freely (and easily) chosen in the proposed model. It can be even proven that for Ray-
leigh fading channels and for small frequency separations, the correlation coefficient
in FD is independent of the channel model. (The correlation coefficient is the nor-
malized autocorrelation function of the squared magnitudes of the TF.) This finding
strongly supports the claim that such a simple stochastic model is sufficient for many
air interface design problems.

4.6 Conclusions

The main novelties discussed in this chapter concern the so-called FD channel model
and its implementation on a computer simulation scheme. The FD model is the FD
dual of Jakes’s Doppler-spectrum model [1, 3, 4]. Just as in Jakes’s model, the (nar-
rowband) channel’s time variability is described by the spaced-time correlation
function and by the Doppler spectrum; in the FD model the (time-invariant) chan-
nel’s frequency selectivity is described by the spaced-frequency correlation function
and by the delay power spectrum. (The power spectra and correlation functions are
interrelated by FTs.) The simulation scheme introduced directly generates realiza-
tions of channel TFs with well-defined channel parameters. Note that a frequency-
selective channel is equivalent to a time-dispersive (multipath) channel. The major
advantages of the proposed models are as follows:

* Good agreement with physical propagation channels, in particular in millime-
ter-wave frequency bands and in indoor environments (see Section 4.5);

* Availability of analytical expressions relating model parameters to physical
channel parameters and vice versa, allowing straightforward matching of the
model to any given environment (see Section 4.3.3);

* Suitability for OFDM system design, which is the goal of this book (see
Chapter 7);
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* Simplicity of the model, which allows for the mathematical analysis of
many aspects of transmission schemes, like the performance evaluation and
optimization of BERs, synchronization, and channel-estimation schemes (see
Chapter 7);

* Availability of an efficient simulation model (see Section 4.4).

However, the extension of the simulation model from the static version pre-
sented to a time-variant version is rather complex. This may be a disadvantage of
the FD model.

The (physical) channel parameters specifying the FD model are elaborately dis-
cussed. The channel at a local area of dimensions of a few wavelengths (approxi-
mately 5 to 40 1) is defined by a set of fixed parameters: the normalized (or average)
received power P, the Rician K-factor K, and the RDS 7, . At a limited observa-
tion bandwidth, however, these parameters appear to be time (or location) vari-
ant within a local area because individual propagation paths are not resolvable
and multipath interference between them leads to rapid (small-scale) variations
of the resulting channel IR. Reduced-bandwidth simulations performed with
the FD model also show a variability of these instantaneous parameters among
realizations.

It was suggested that the RDS 7, and the Rician K-factor are equally important
for the characterization of frequency-selective multipath radio channels. In the next
chapter, it will be shown that 7, _effectively specifies the number of fades per band-
width and their average bandwidth, while the K-factor describes the depth of fades.
Most experimental studies, however, investigate 7, only. The K-factor is analyzed
in rather few cases, although LOS conditions and directional antennas are com-
monly considered, two factors that are anticipated to increase the K-factor. Ray-
leigh fading channels have a K-factor of zero.

Channel parameters depend on a number of features of the propagation envi-
ronment and the antenna setup. Larger rooms and more reflective building materi-
als generally increase the RDS 7, . Higher antenna directivity decreases 7, and
increases the K-factor. The presence of an LOS between the transmit and receive
antennas leads to larger K and sometimes to lower 7, . Within the same environ-
ments and with similar antenna setups, the frequency band has surprisingly little
influence on those parameters. Table 4.2 lists typical parameter values with short
descriptions of the main features of their corresponding environments. Most inves-
tigations of these channels conclude that an LOS between the transmitter and the
receiver is required for reliable communications. However, the results from [13],
where a special antenna design was used, suggest that the reflections can be suffi-
cient as well.

Since the channel parameters are influenced by many factors and in
ways that are hard to predict, a method is desirable to measure them cheaply
and simply. The next chapter presents a method that can be used to estimate
these parameters {P, K, 7,} accurately from scans of the channel’s power
response versus frequency. Standard laboratory equipment can be used to apply
that scheme.
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Table 4.2 Typical Channel Parameters of Frequency-Selective Millimeter-Wave Radio Channels

Title Comments and Reference | Antenna Configuration |RDS (ns) |Rician K-factor (dB)
Small/medium Measurement at 2.4, ~2.5-dBi biconical 10 2.5
room, LOS 4.75,and 11 GHz [14, antennas (~100° beam
Small/medium 15] width) 15 3 (Rayleigh)
rooms, non-LOS
Outdoor 17 GHz [25, 26] 30 3
Medium room, High-gain antenna BS: 8 dBi 5 10
directional antenna |pointed at BS; 60 GHz PS: ~20 dBi

[12]
Computer room 60 GHz [13] 9-dBi biconical anten- |45 0 (Rayleigh)
(~10 X 9 x 3 m’) nas (~9° beamwidth)
Large hall (~43 X 60 0 (Rayleigh)
41 x 7m’)
Corridor (~45 X 75 0 (Rayleigh)
2.5 % 3m))
Lecture room (~13 20 0 (Rayleigh)
X 9 X 4m)

BS: base station; PS: portable station.
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Basics of OFDM and Synchronization

5.1 Introduction

The aim of this chapter is to provide some theoretical background on the OFDM
transmission technique. A brief introduction to OFDM is given in Section 5.2. We
review the block diagram of a “classic” OFDM system, which employs a GI to miti-
gate the impairments of the multipath radio channel. We also discuss several design
considerations related to hardware properties and derive the mathematical model
for an idealized system, leading to the conclusion that data symbols can be transmit-
ted independently of each other [i.e., without ISI and intercarrier interference (ICI)].
Moreover, the effects of synchronization imperfections are analyzed, like carrier-
frequency and phase offsets and timing errors.

Section 5.3 introduces a method of calculating uncoded BERs for this idealized
OFDM system model. This method is largely based on work presented in [1]. Differ-
ential and coherent detection schemes can be evaluated for Rayleigh and Rician fad-
ing channels. We also show that, for the system proposal under investigation,
differential detection in time direction is much preferable to differential detection in
frequency direction. Imperfect synchronization and channel estimation may be
assessed by extending the system model used and by incorporating the SNR degra-
dations due to ICI and ISI. Basic aspects are discussed in this chapter. Issues for fur-
ther refinement of the methods are addressed.

Section 5.4 presents conclusions and recommendations.

5.2 OFDM Introduction and System Model

OFDM is a parallel transmission scheme, where a high-rate serial data stream is
split up into a set of low-rate substreams, each of which is modulated on a separate
SC (FDM). Thereby, the bandwidth of the SCs becomes small compared with the
coherence bandwidth of the channel; that is, the individual SCs experience flat fad-
ing, which allows for simple equalization. This implies that the symbol period of the
substreams is made long compared to the delay spread of the time-dispersive radio
channel.

By selecting a special set of (orthogonal) carrier frequencies, high spectral effi-
ciency is obtained because the spectra of the SCs overlap, while mutual influence
among the SCs can be avoided. The derivation of the system model shows that by
introducing a cyclic prefix (the GI), the orthogonality can be maintained over a dis-
persive channel (see Section 5.2.3).
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This section starts with a brief introduction to the OFDM transmission tech-
nique, based on the description of the system’s block diagram. We then discuss some
hardware-related design considerations (Section 5.2.2) that become relevant if an
OFDM system is implemented in hardware. For instance the dc SC and the SCs near
the Nyquist frequency must be avoided. Next, we derive the system model for a per-
fectly synchronized system (Section 5.2.3), and we investigate the impact of the most
relevant synchronization errors (Section 5.2.4).

For a more elaborate introduction to OFDM, the reader may refer to the rele-
vant chapters of [2, 3] and to [4-6]. An excellent overview of the effects of many
nonideal transmission conditions is given in [7], wherein numerous further refer-
ences are found.

5.2.1 OFDM Introduction and Block Diagram

Figure 5.1 shows the block diagram of a simplex point-to-point transmission system
using OFDM and FEC coding. The three main principles incorporated are as
follows:

1. The IDFT and the DFT are used for, respectively, modulating and demodu-
lating the data constellations on the orthogonal SCs [8]. These signal-
processing algorithms replace the banks of I/Q-modulators and demodula-
tors that would otherwise be required. An analysis of Section 5.2.3 will show
this equivalence.

Note that at the input of the IDFT, N data constellation points {x,,} are
present, where N is the number of DFT points. (i is an index on the SC; k is an
index on the OFDM symbol). These constellations can be taken according to
any phase shift keying (PSK) or QAM signaling set (symbol mapping). The N
output samples of the IDFT, being in TD, form the baseband signal carrying
the data symbols on a set of N orthogonal SCs. In a real system, however, not
all of these N possible SCs can be used for data, as Section 5.2.2.3 discusses.

—>

Data

mapping
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and up-
conversion | Sz(®)
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Figure 5.1 Simplex point-to-point transmission using OFDM.
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Usually, N is taken as an integer to the power of two, enabling the appli-
cation of the highly efficient (inverse) FFT algorithms for modulation and
demodulation.

2. The second key principle is the introduction of a cyclic prefix as a GI, whose
length should exceed the maximum excess delay of the multipath propaga-
tion channel [9]. Due to the cyclic prefix, the transmitted signal becomes pe-
riodic, and the effect of the time-dispersive multipath channel becomes
equivalent to a cyclic convolution, discarding the GI at the receiver. Due to
the properties of the cyclic convolution, the effect of the multipath channel is
limited to a pointwise multiplication of the transmitted data constellations
by the channel TF, or the FT of the channel IR; that is, the SCs remain or-
thogonal (see [4-7]). This conclusion will also follow from the derivation
of the system model in Section 5.2.3. The only drawback of this principle
is a slight loss of effective transmit power, as the redundant GI must be
transmitted. Usually, the GI is selected to have a length of one tenth to a
quarter of the symbol period, leading to an SNR loss of 0.5 to 1 dB (see also
Figure 5.2).

The equalization (symbol demapping) required for detecting the data
constellations is an elementwise multiplication of the DFT output by the in-
verse of the estimated channel TF (channel estimation). For phase modula-
tion schemes, multiplication by the complex conjugate of the channel
estimate can do the equalization. Differential detection can be applied as

Transmitter pulse shape w(t)

T
‘ T, T, >
win guard | FFT )

Preflx Effectlve TX time Postfix Time

Channel impulse response

7 excess delay time

Tmax

Receiver filter (implemented by FFT)

3 Tor > Time

Figure 5.2 Cyclic extension and windowing of the OFDM symbol.
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well, where the symbol constellations of adjacent SCs or subsequent OFDM
symbols are compared to recover the data.

3. FEC coding and (FD) interleaving are the third crucial idea applied. The
frequency-selective radio channel may severely attenuate the data symbols
transmitted on one or several SCs, leading to bit errors. Spreading the coded
bits over the bandwidth of the transmitted system, an efficient coding scheme
can correct for the erroneous bits and thereby exploit the wideband chan-
nel’s frequency diversity. OFDM systems utilizing error-correction coding
are often referred as coded OFDM (COFDM) systems. The BER of the un-
coded system is analyzed in Section 5.3.

The complex equivalent baseband signals generated by digital signal
processing are in-phase/quadrature (I/Q)-modulated and up-converted to be
transmitted via an RF carrier. The reverse steps are performed by the
receiver.

Synchronization is a key issue in the design of a robust OFDM receiver.
Time and frequency synchronization are paramount, respectively, to identify
the start of the OFDM symbol and to align the modulators’ and the demodu-
lators’ local oscillator frequencies. If any of these synchronization tasks is
not performed with sufficient accuracy, then the orthogonality of the SCs is
(partly) lost. That is, ISI and ICI are introduced. The effect of small synchro-
nization errors is analyzed in Section 5.2.4.

5.2.2 Design of the OFDM Signal

The proposal of a realistic OFDM-based communications system was one of the
goals of this research project. Therefore, we elaborate here on some hardware-
related design considerations, which are often neglected in theoretical studies. Ele-
ments of the transmission chain that have impact on the design of the transmitted
OFDM signal include the following:

* The time-dispersive nature of the mobile channel. The transmission scheme
must be able to cope with this.

* The bandwidth limitation of the channel. The signal should occupy as little
bandwidth as possible and introduce a minimum amount of interference to
systems on adjacent channels.

* The TF of the transmitter/receiver hardware. This TF reduces the useable
bandwidth compared to the theoretical one given by the sampling theorem.
That is, some oversampling is required.

* Phase jitter and frequency offsets of the up- and down-converters, and Dop-
pler spreading of the channel.

5.221 dl

As mentioned earlier, a Gl is introduced to preserve the orthogonality of the SCs and
the independence of subsequent OFDM symbols, when the OFDM signal is
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transmitted over a multipath radio channel. The GI, a cyclic prefix, is a copy of the
last part of the OFDM symbol, which is transmitted before the so-called effective
part of the symbol (see Figure 5.2). Its duration T, , is simply selected to be larger
than the maximum excess delay of the (worst-case) radio channel. Therefore, the
effective part of the received signal can be seen as the cyclic convolution of the trans-
mitted OFDM symbol by the channel IR.

5.2.2.2 Windowing

A rectangular pulse has a very large bandwidth due to the sidelobes of its FT being a
sinc function. Windowing is a well-known technique to reduce the level of these
sidelobes and thereby reduce the signal power transmitted out of band. In an
OFDM system, the applied window must not influence the signal during its effective
period. Therefore, cyclically extended parts of the symbol are pulse shaped as
depicted in Figure 5.2 [3].

Note that this additional cyclic prefix extends the GI to some extent; that is, the
delay-spread robustness is slightly enhanced. On the other hand, the efficiency is
further reduced, as the window part is also discarded by the receiver. The
orthogonality of the SCs of the OFDM signal is restored by the rectangular receiver
filter implemented by the DFT (Figure 5.2), requiring the correct estimation of the
DFT start time kT, where T is the OFDM symbol period.

The symbol periods in Figure 5.2 are given as times. Since the implementation is
usually done on digital hardware, those periods are also often defined in terms of
samples. N, N, and N, then define the number of samples in the effective part,
guard, and windowing interval, respectively. The effective part is also referred to as
the FFT part because this part of the OFDM symbol is applied to the FFT to recover
the data at the receiver.

Spectrum of the Transmitter Pulse Shape
Windowing of the transmitter pulse using a raised-cosine function can be seen as a
convolution of the extended rectangular pulse of duration T with a sine half-wave,
as shown in Figure 5.3. In the FD, this convolution means a multiplication of the
sinc spectrum of the rectangular pulse with the spectrum of the sine half-wave. It is
seen that this multiplication reduces the sidelobes of the transmitter pulse shape.
In Figure 5.3(a), the zeros of the spectrum occur at positions i F=#/T,,,, i = {*]1,
+2, ...}, thatis, at those positions where the adjacent SCs are located. The extension
of the rectangular pulse to length T = T, +T  +T,, reduces the distance between

zeros to 1/T [Figure 5.3(b)]. The windowing function [Figure 5.3(c)] has zeros at
positions *1/T {3/2, 5/2, 7/2, ...}.

win

5.2.2.3 System TF (ADCs, DACs, IF-Filters, RF Front Ends)

Because of the lowpass filters required for the analog-to-digital (ADC) and digital-
to-analog (DAC) conversion of the transmitted and received (baseband) signals, not
all N SCs can be used, if an N-point IFFT is applied for modulation. The SCs close to
the Nyquist frequency f/2 will be attenuated by these filters and, thus, cannot be
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Figure 5.3 (a) Shape and spectrum of the OFDM receive filter (realized by FFT); (b) rectangular
pulse of duration T and its spectrum; (c) sine half-wave used for pulse shaping and its spectrum;
(d) transmitter pulse prototype w(t) and its spectrum; (e) spectra of (b)—(d) in logarithmic scale.

used for data transmission (see Figure 5.4). (f=1/T. is the sampling frequency.) Also
the de SC might be heavily distorted by dc offsets of the ADCs and DACs, by carrier
feedthrough, and so forth, and should thus be avoided for data.
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Figure 5.4 TF of the transmitter/receiver hardware and its impact on the design of an OFDM
system.

5.2.3 OFDM System Model

The above-introduced features of the OFDM signal are defined mathematically in
this section. This will lead to the conclusion that, using the OFDM principle, data
symbols can be transmitted over multipath radio channels without influencing each
other.

5.2.3.1 Signal Model and Definitions

Mathematically, the OFDM signal is expressed as a sum of the prototype pulses
shifted in the time and frequency directions and multiplied by the data symbols. In
continuous-time notation, the kth OFDM symbol is written

N/2-1 2zl for ) @—kT)
Redw(t — kT) E X, e ( T”T)
i=—N/2
Sppp(t —kRT)=RT =T, =T guara <t <kT+Typ +T,,, otherwise (5.1)

0

Most of the mathematical symbols have been defined in the previous figures
already. A complete list of symbols is given here:

T: Symbol length; time between two consecutive OFDM symbols;
T, FFT time; effective part of the OFDM symbol;

T,.: GI; duration of the cyclic prefix;

T,.: Window interval; duration of windowed prefix/postfix for
spectral shaping;

f: Center frequency of the occupied frequency spectrum;

F=1/T,,: Frequency spacing between adjacent SCs;

N: FFT length; number of FFT points;
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k: Index on transmitted symbol;
i Index on SC; i € (-N/2, =N/2+1, ... =1, 0, 1, ... N/2=1};
X, Signal constellation point; complex {data, pilot, null} symbol

modulated on the ith SC of the kth OFDM symbol;

w(t): The transmitter pulse shape defined as

1
|[5 []‘ —Cos JT(t + Twin + Tguard ) / Twin] _Twin - Tguard =t < _Tguard
w(t) = !ll T St STy (5.2)
1
[Q [1 — COos ﬂ(t - TFFT ) / Twin TFFT <t= TFFT + Twin

Finally, a continuous sequence of transmitted OFDM symbols is expressed as

sgp(8) = iSRF,k(t_kT) (5.3)

k=—oo

The simulated spectrum of such an OFDM signal is depicted in Figure 5.5 for
different window lengths.

OFDM spectrum for Nigr = 64, Ny ,rq = 16, Oversampling = 2

Power spectrum magnitude (dB)

60 40 20 0 20 20 60
Frequency in subcarriers

Figure 5.5 Spectrum of an OFDM signal with 64 SCs and different window lengths. Twofold
oversampling has been applied in the TD; 48 SCs are used for data.
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5.2.3.2 Lowpass Equivalent Transmitted Signal

From (5.1) to (5.3), the complex equivalent lowpass signal transmitted can be
directly given. The complex envelope of the OFDM signal is written

(t)= D 8,(t — kT) (5.4)
h=—oo
with
NZJ! 2| | (-kT)
w(t — kT) Z xl_’ke’ (Tw)
i=—N/2
s,(t —=kT)=kT-=T,, =T guara <t <kT+T,, +T,,, otherwise (5.5)

0

Note the similarities of this expression to the equation of a Fourier series

o

u(t) = zc(nfo)efznnf°t (5.6)

n=—o

where the complex-valued Fourier coefficients c¢(nf,) represent the complex-valued
signal constellation points x, ,, and the frequencies #f, correspond to the SC frequen-
cies t/T ;.

In a digital system, this modulated waveform can be generated by an IDFT or by
its computationally efficient implementation, the IFFT. The data constellations x,,

are the input to this IFFT; the TD OFDM symbol is its output.

5.2.3.3 Time-Dispersive Channel

The influence of the time-variant, multipath fading radio channel is expressed by its
(lowpass equivalent) IR h(z,t), plus additive white Gaussian noise (AWGN) 7(z):

1) = We,0)* () 4n(e) = | Hr,0)s(t —)de + () (5.7)

The range of integration in this convolutional integral (* denotes convolution)
has been limited to [0, 7, ] because the channel IR is zero elsewhere. Excess delay
7 = 0 of the channel is defined as the delay time at which the first wave arrives at the
receiver. Thus, transmit and receive time instants are mathematically defined as
equal (Figure 5.2). 7, is the maximum excess delay of the channel.

Two assumptions are made to simplify the derivation of the received signal. The
channel is considered quasistatic during the transmission of the kth OFDM symbol;

thus, h(r,t) simplifies to /(7). Furthermore, we define the maximum excess delay
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T, < T, Therefore, there is no interference of one OFDM symbol on the effective
period of the consecutive one (see Figure 5.2); that is, ISI is suppressed in case of suf-

ficiently accurate time synchronization.

5.2.3.4 OFDM Demodulation

The demodulation of the OFDM signal should be performed by a bank of filters,
which are “matched” to the effective part [kT, kT+T,,,] of the OFDM symbol (see
Figure 5.2). The reverse operation to (5.6), that is, the extraction of the Fourier coef-
ficients c(nf,)(=x,,) from the TD signal v(¢)(=r(t)), exactly formulates such a bank of
matched filters. It is written

c(nf,) = T fv(t)e_’z”"fotdt (5.8)

0 T,

where T, is the integration period equivalent to T,,,. In a digital implementation, a
DFT or (preferably) an FFT is used to realize these filters.

Assuming knowledge of the exact time instants kT at which the OFDM symbols

start, we try to extract the transmitted signal constellations x,, from the received sig-
nal #(t). The received signal constellations are denoted y,,.

1 kT +Tgpr
Y, = fr(t)e—;‘zm(:—kT)/TFFT dr =
' TFFT t=kT (5.9)

1 RT+Trpr [ Timas

f [ f bk (T)S(t — ‘L')d‘t' + n(t)}e_fz 7i(t—kT )/ Tper dt

TFFT t=kT =0

Because of the integration ranges in (5.9) and 7, < T, , there is no influence on

the adjacent OFDM symbols transmitted, and s(¢) can be replaced by s,(¢) [see (5.5)].

1 RT+ Ty [rmx N/2-1 27 i (t=kT—17) _l o
g T h S g
FFT  1=kT |_r:0 i=—N/2 (5.10)
RT+ Tpp
1 f;:(t)e—jzm(t—kT)/THT dr
Topr o Zer

Note that w(z — kT) = 1 in the range of integration. The window is thus omitted
in this equation. The second integral in (5.10) leads to independent additive noise
samples 7,, since the complex exponential terms represent orthogonal functions.
Substituting u = ¢ — kT for the ease of notation and changing the order of integration
and summation yields

N/2-1 Trr [Tomgs ]
Vi = f [ by (v)e 2 T g fm 2l T gy gy =
1y
i=—N/2 Tepr amo [ = J (5.11)
N/2-1 1 Tm Tmax -|
e T oo momor ae e st g,
1,
i=—-N/2 Trpr o2 OL J
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The inner integral of the second expression represents the FT of 4,(7) at the fre-
quency instants i'/T,,,. = i'F, which is the sampled channel TF at time kT. It is
expressed by the channel coefficients

by = FT{h, (D)} = [ by (x)e " dr = H(F, kT) (5.12)
=0

Using this notation, the output of the receiver filter bank simplifies to

N/2-1 1 T
_ —j2a (i—i")ul Trpr
Viek = E X 0ho T fe du+n,, (5.13)
'=—N/2 FFT u=0

The integral in this equation has the value 1, only if i = i’. For i # i’, with i and 7'
being integer values, the integral is zero. Thus, we finally obtain

Yik =X b +ny, (5.14)

From this form it is seen that a perfectly synchronized OFDM system can be
viewed as a set of parallel Gaussian channels as depicted in Figure 5.6 [4-6]. The
multipath channel introduces an attenuation/amplification and phase rotation
according to the (complex-valued) channel coefficients {h,,}.

Channel estimation is required in order to retrieve the data contained in these
signal constellations because the receiver must have a phase (and amplitude) refer-
ence to detect the transmitted symbol correctly. Differential detection can be used
alternatively, in which case the decision is made by comparing the phases (and
amplitudes) of symbols transmitted over adjacent SCs or subsequent OFDM
symbols.

Due to the attenuation/amplification, each SC typically has an individual SNR.
The SNR per SC (after the DFT) is defined as

| |
| |
hi,k u *i,k u
Xk '
' >p—>"
hi+1,k *"H],k
Xi+1,k )\u )yl+1,k
| | | | | |

Figure 5.6 Idealized OFDM system model. The SCs of the OFDM system can be considered as
parallel Gaussian channels under the assumptions of perfect time and carrier synchronization and
perfect suppression of multipath by the GI.
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2
/o (5.15)

(EC/No)i,k = E{‘xi,k‘z}

hi,k

where o3, = E{

m=E{

the signal energy is normalized to unity; that is, E{‘x ik

2 . . . . . .
n,, } is the noise variance. With the NRP being written

hi,k

’ }, the average SNR becomes E_ /N, = E{‘xi,k‘z }PO / 0%, Usually,

2}=1.

5.2.4 Synchronization Errors

As an introduction to the work on synchronization algorithms, this section reviews
the relevant effects of synchronization errors. Original work on this topic is found in
numerous publications (see, e.g., [10, 11]). A comprehensive overview is given in [7].

5.2.4.1 FFT Time Synchronization Error

The impact of an FFT timing offset at the receiver can be analyzed mathematically
by shifting the integration interval of the matched filter bank [see (5.9)]. For a timing
error of 0t, the ideal interval ¢ € [kT, kT+T,,,] becomes t € [kT+ Ot, kT+T,,, + Ot]
and (5.9) is written

1 kT +Typr +0t

yi‘k =T fr(t)e—/z/‘[i(t—kT—Ot)/TH;T dt (5.16)

FFT  t=kT=0t

Ot is assumed to be sufficiently small (typically 6z <T,,, ) that no IS arises due to
the timing error. In other words, the error is small enough for the channel IR to
remain within the GI. Therefore, the receiver window still does not overlap with the
preceding or consecutive OFDM symbol; that is, no energy is collected from these
adjacent OFDM symbols, and the demodulated signal can be expressed from the
transmitted symbol s,(¢) again [compare (5.10)]. Following the same steps as in
Section 5.2.3 [see (5.9)—(5.14)], we obtain for the second part of (5.11) (with
u =t—kT-0t),

N/2-1 1 Trer |—Tmax o -l i L, ot T
yi’k — xi”k T f [fh(r)e*IZnn/T;FT dTJe—/ al (i=ir)ut 0t Ty du_l_ni’k (5.17)
i=—N/2 FFT u=0 [ r=0

Moving the term e /*™*/T" out of the integral yields the expression for the

demodulated signal constellations in case of a timing error,

_ — 2 it Tar _ — j2midst'IN
Vie = xi,khi,lze tn,, = xi,khi,ke

+n,, (5.18)
where 0t' is the timing offset in samples. It is evident that a timing offset gives rise to
a progressive phase rotation of the signal constellations. The phase rotation is zero
at the center frequency, and it linearly increases toward the edges of the frequency
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band. It is easily verified from (5.18) that a timing offset in one sample introduces a
phase shift of £ to the outermost SCs (having i = =N/2), regardless of the FFT
length. In Figure 5.7, this effect is visualized for a 64-carrier OFDM system with
zero carriers at f. and at the edges of the frequency band.

If coherent detection is utilized, the induced progressive phase rotation is
detected implicitly by the channel-estimation algorithm. The subsequent equaliza-
tion (SC-wise multiplication of the received symbols by the inverse of the estimated
channel coefficients) will thus automatically correct for small timing offsets. No
performance degradation is thereby caused. However, if the timing offset is too
large, ISI and ICI are introduced because energy is also collected from one of the
adjacent OFDM symbols, leading to a partial loss of orthogonality [7].

Differential detection is also robust to small timing-offsets. If the differential
detection is applied in the frequency direction, the progressive phase rotation
may, however, reduce the distance between the compared constellation points,
which can lead to performance degradation. Such performance results are given in
Section 5.3.3.

A (small) sampling frequency offset leads to a (slowly) increasing timing offset
and, therefore, to a progressive phase rotation at an increasing slope. Larger errors
yield ICI because the SC-spacing at the receiver can no longer be assumed to equal
the SC spacing at the transmitter. (The SC spacing is defined as F= 1/(NT.), where T,
is the sampling period.)

Effect of time offset 6t = 0.25 samples

T
l s —
'lf-:'w"r A
o LF
o -‘Nﬁﬂ X
el NN 4
L Y : lﬁ'_q—-ﬂ
0.1-] v ¥l Ah Ay
< *
c kb
% i '\'«'q *
o bt P
b A |
-0.1 {
e Bt T
L * .
0.2 + /‘Lﬁ\.&:\- 4t
. = . Wt ?‘L-____

0.2

I-channel -0.2 -20

Subcarrier index

Figure 5.7 Visualization of the influence of an FFT timing offset on the demodulated signal con-
stellations. A linearly increasing phase rotation is observed with increased frequency distance to
the center frequency. A “+” indicates a QPSK constellation without the influence of a timing offset;
a “[" depicts a rotated data symbol.
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5.2.4.2 Carrier Synchronization Error

Frequency offsets are typically introduced by a (small) frequency mismatch in the
local oscillators of the transmitter and the receiver. Doppler shifts can be neglected
in indoor environments.

The impact of a frequency error can be seen as an error in the frequency instants,
where the received signal is sampled during demodulation by the FFT. Figure 5.8
depicts this twofold effect. The amplitude of the desired SCis reduced (“+”), and ICI
arises from the adjacent SCs (“O”).

Mathematically, a carrier offset can be accounted for by a frequency shift 6f and
a phase offset 6 in the lowpass equivalent received signal

7(t) = r(t)e 2™+ (5.19)
With (5.9) we obtain
1 KT+ Tppr ( )
= ¢ (270ft+0) —j27i(t—kT )/ Tppr dt —
yl,k TFFT t:JI;Tr( )e ¢
(5.20)

KT+ Tepr | Tina

. 1 . 1.
e/ZﬂG - f [fh(r)s(t _,L,)d,[+n(t)Je/anfte—ﬁm(t—kT)/TrrT dt
FFT

t=kT =0

Repeating the derivation leading to (5.13), the received constellation points
become

A Amplitude

>

Frequency

I
I
| N
I
|

|

|

I
—>| |€— f frequency offset

Figure 5.8 ICl arises in the case of a carrier synchronization error. This figure illustrates the spec-
tra of three individual SCs. These spectra are superimposed in the OFDM signal spectrum.
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N/2-1 T
) 1 T —j2a —of |u
Yk =e/(9+2ndfkT) z x, khz . J‘ e (TFFT ) di/l+7li’k (5.21)
i'==N/2 TFFT u=0

Due to the frequency error, the integral does not equal zero for i # i'; neither
does it equal one for i = ', as in the idealized case above; that is, the orthogonality
between SCs has been partly lost. The evaluation of this expression yields two
terms. The first (for 7 = i') accounts for equal phase rotation and attenuation of all
SCs; the second (for i# ') describes the ICI.

i(6+2 ofkT) 1 e 2 wofs
— ) T 7ofu
yi,k =e xlkhlkT f ! du+
FFT u=0 (5.22)
N/2-1 Ter 27[( f)
j(0+275fkT) =T
e E X by T f e a du+tn,,
i'=—N/2 FFT u=0

These expressions are valid for a frequency offset df < 0.5 SC. For larger offsets,
the transmitted data symbols x,, would get shifted by one or more positions in the
frequency direction; that is, the data symbol of the ith transmitted SC would appear
at the (i + 0f))-th SC at the receiver, where df, = round(df/F) is the integer part of the
frequency error in SCs.

The ICI term can be seen as an additional noise term and can thus be repre-
sented as a degradation of SNR. Pollet et al. [10] have determined the amount of
degradation for AWGN channels, and Moose [11] has done so for dispersive fading
channels (see also [7]). Frequency offsets up to 2% of the SC spacing F are negligi-
ble, according to their results. Even 5% to 10% can be tolerated in many situations.

Evaluation of the phase rotation and attenuation due to a frequency error yields

Yie =X i,kbi,kSinC(éfTFFT ) exp{j[e + Znéf(/eT + Ty / 2)]} + n,”" (5.23)
using
Trpr 1
e/Z 7oft dt - - j2a0Tppr 1
FFT tfo lznafTFFT ] (5.24)
— /270 gy m = o/ Ofmrr I}
¢ O Ty ‘ e Ofer

The noise term 7', includes the additional noise due to ICL

Figure 5.9 depicts the rotation and distortion of the received signal constellation
points for a carrier offset of 6f = F/16, 0 = 0 and for QPSK modulation (“O). The
scattering of the resulting complex- Valued signal constellations is caused by ICI. The
figure also shows the projection of the continuous Fourier spectrum of one OFDM
symbol on the complex plane, that is, the spectrum between the SC frequencies. This
line results from the superposition of the continuous sinc spectra of individual SCs
of one OFDM symbol. If a frequency offset is present, the DFT samples this
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Distortion of signal constellations due to frequency offset 6f= F/16

+ Correct states
O Erroneous states b
Complex spectrum

0.3

0.2

Q-channel

I-channel

Figure 5.9 Phase rotation due to a carrier offset of 1/16 of the SC spacing. The received signal
constellations distorted by ICI are shown.

spectrum at the wrong frequency instants, leading to ICI indicated in the figure by
“O”. Without frequency offset, the QPSK constellations are recovered perfectly, as

<« »

seen from the points marked by “+”.

5.2.4.3 Common Carrier and Timing Offset

Evaluating the above expressions for simultaneous timing (d¢), frequency [0f,
Of=round(df/F)] and phase (0) offsets, the system model for the generalized case is
obtained. It is written as

Yivof, b = xi,khi,kSinC[(af _5fiF)TFFT]e/‘y[’k +n;’k (5.295)

where the phase distortion due to synchronization errors is expressed by

i

(5.26)

T
v, =0+2m§f(kT+ ‘;FT +6t)+2m5t

FFT

Note again that the noise variable »',, in (5.25) includes the noise caused by ICI,
ISI, or both.
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Often, the timing offset is expressed in samples, that is, 0¢'=#/T, and the fre-
quency offset is normalized to the SC spacing 6f' = df/F. Using these symbols, the
phase distortions are expressed by

1 N+ N UAT win ]
W, =0+2m0f | S +k gl\;’ + +zmst’§ (5.27)

5.3 Performance of an Uncoded OFDM System

In this section, analytical expressions are derived for the bit-error probabilities of
uncoded OFDM systems over Rayleigh and Rician fading channels. The analysis is
based on the work by Proakis ([1, Appendix B]). The obtained expressions are very
general, allowing the evaluation of various modulation schemes and demodulation
and channel-estimation techniques. The application of the formulas is shown for
BPSK, QPSK, 8-PSK, and 16-QAM modulation, with coherent detection (perfect
channel estimation) and differential detection.

The idealized system model derived in Section 5.2.3 is employed in this study.
By incorporating into the system model SNR degradation due to synchronization
errors, Doppler spread, or phase noise (which cause ICI, ISI, or both), or by incor-
porating the MSE of channel-estimation techniques, the effect of these impairments
on the BER can be analyzed. The systematic phase rotations induced by synchroni-
zation errors must be considered as well. While we leave the evaluation of SNR deg-
radations for future work, we briefly investigate the effects of phase rotations in the
presence of (small) synchronization offsets.

In OFDM, differential detection can be employed in the time and frequency
directions. From the BER of differential detection, it is evident that the time direc-
tion is preferable for the OFDM system parameters under investigation because the
channel variations versus frequency are larger.

Section 5.3.1 reviews the OFDM system model and channel model. The deriva-
tion of the average BER is explained in Section 5.3.2. Performance results are given
in Section 5.3.3.

5.3.1 Mathematical Modeling

The OFDM system models derived in Section 5.2 are used in this analysis. For the
sake of simplicity we slightly change the indexing, however, as we only investigate
the time or frequency direction at a given time. The system model of (5.14) becomes

Y. =x,b, +n, (5.28)

where {x,} and {y,} are the transmitted and received signal constellation points
(modulated data symbols), respectively, {h,} accounts for the correlated, complex-
valued attenuation factors introduced by the time- and/or frequency-selective radio
channel, and {r,} denotes samples of an AWGN process with Efln,} = 07,. The
index k can be used as a time or frequency index, depending on the system aspect
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under investigation. The attenuation factors thereby constitute the time or fre-
quency TF of the channel, respectively:

b, = {H(f,kT) at g%Venf (5.29)
H(kF,t) atgivent

where T is the duration of an OFDM symbol, including the guard and windowing

intervals, and F denotes the frequency spacing between adjacent OFDM SCs.

The channel model is introduced into the analysis by considering respectively
the spaced-time and spaced-frequency correlation functions of the (WSSUS; [1, 12,
13]) channel.

The FD channel model is used to describe the frequency variability. Thereby, we
confine ourselves to the case of the exponentially decaying delay power spectrum,
where a direct relation can be given between the channel parameters {P,—average
power, K—Rician factor, and 7,, —RDS} and the channel correlation function

1
+
K +1 1+ 27Afr

¢, (Af) = E{H* (A)H(f + Af)} = (5.30)

rms

In this equation, K, = (K + 1)/J2K +1, Af is the frequency lag, and * denotes the
complex conjugate. The NRP (average power) is defined as P =E{lh,I’).
To model the time variability, the so-called Jakes Doppler spectrum can be used

i(27f+0,)

Such a Doppler spectrum corresponds to a spaced-time correlation function

[14], augmented by an LOS component pe at a given Doppler frequency f,.

¢, (At)=E{H* (t)H(t+At)}— (Ke™™™ + ], (2af,At)) (5.31)

+1

where ] (*) denotes the zeroth-order Bessel function of the first kind, At is the time
lag, and £, is the maximum Doppler frequency. (f, = v,, /A = v, f. /c, where v, is the
mobile’s velocity, 4 is the wavelength, £ is the carrier frequency, and c is the speed of
light.)

5.3.2 Analytical Evaluation of the BER

Analytical expressions for the BER are derived in this section. Following [1], we start
our analysis with defining the symbol transmitted as x, , which is an element of the
symbol set {x, },m ={1,2, ..., M}. (M is the order of the modulation scheme.) At the
receiver’s site, an optimum detector will choose the symbol x, , € {x, }, which mini-
mizes the distance metric

2

~

Md(xk,n)=‘ylz —hxy,

(5.32)

This symbol is assumed most likely to be the transmitted symbol. The term
h,x ., in this equation accounts for the channel estimation. An error occurs when
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the metric calculated for a symbol x, , # x,, is smaller than the metric for the trans-
mitted symbol x, .. The probability of this event is written as

P, =Pe{M,(x,,)<M,(x,,)} =Pr{D<0} (5.33)

where D = M (x,,) — M (x,,) is called the decision variable. Using (5.32), D becomes

2
(‘xk,n

From the channel and system models, y, is known to be a complex Gaussian
RV. The same holds for b, which is an estimate of the TF H(f,t). Thus, the decision

variable D is a special case of the generic quadratic form (see [1, Appendix B])

by

2) (5.34)

2
_‘xk,i

D=3’k/;7e(xz,i —x}l,n)+y2/;k(xk,i _xk,n)+

L
D=Y(4x, +BY| +CX,Y; +C'X}Y,) (5.35)
=1

where X, and Y, are complex-valued Gaussian RVs, and A, B, and C are constants.
In our case L=1, considering one transmitted symbol over one (sub) channel.'

The error probability is the probability that D < 0, which is evaluated in [1,
Appendix B]. This probability is denoted as the integral over the PDF of D

0
P, =P{D<0} = [ p(D)dD (5.36)

For L=1, the solution to this integral is written [1]

v, /v,

—%(az+bz)
1+wv, /v,

P, =0,(a,b)— 1,(ab)e (5.37)

where I (x) is the nth-order modified Bessel function of the first kind and Q,(a,b) is
Marcum’s Q function, which can be expressed in terms of Bessel functions as

0, @b)=¢ """ arb)'1,(ab), b>a>0 (5.38)
n=0

The parameters a, b, v,, and v, must be related to the moments of X,and Y, and
to the constants A, B, and C. As given in [1], these are obtained from

1. The equation for L>1 allows for the evaluation of diversity schemes [1, 15-17].
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r ) 1/2
2v,v, (ozlv2 —az)

(v, +v2)2 J

1/2

2
2v,v, (alv1 —az)

(v, +v2)2 J

1
v, = |lw+ ; Fw
’ 2
4(\1{06113y -, )(\c\ — AB)
AY_ +BY, +C¥, +C¥,

~w [ )(\C\Z ~ AB)

(5.39)

4(‘Pxx v,

a, =2(d* = AB)([X:[ W, +Vi[ W, - X VW, XYW,

,=AX [+ By +CX1Y.+c“X]Yi

These equations are applied to our problem by comparlng (5. 34) and (5.35).
B=0,and C

= x,, — x,, are found, representing the properties of the modulation scheme. The
behaviors of the channel and of the channel-estimation technique will be expressed
by the first and second moments of the RVs X, and Y,. These are

X, =e{h,}
Vi =E{yi}
W, = ZLE{ \} X[ ] | (5.40)
=3 [
7[ hoifp %07

The derivation of these parameters from the channel and system definitions is
given in the following section. Coherent and differential detection are investigated.

Letting Y, =y, and X, = /a in (5.34), the constants A = ‘xk ‘ ‘xkl

5.3.2.1 Application of the Mathematical Models

Coherent Detection with Perfect Channel Estimation

The kth symbol received is defined in (5.28) as y, = x,h, + n,. Perfect chan-
nel estimation means that the receiver has exact knowledge of the attenuation factor
h,, denoted by b, = b,. Considering the transmitted symbol x,  as a constant yields
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il = E{hk}=p 679,,

Y, =E{xk,ihlz +”k} = xla,iE{hk}-l_E{nla}: X P e
1
[E{\h ? } x| ]:5[130 ~p] (5.41)

2
E{‘xk,h +”k‘ } ‘Y]‘ *[xk,

f[E{b (x,“h +n, } X1Y1]—fx,“ p]

p)+0}

795

where pe”” is the LOS-component, with arbitrary phase 6, and with an amplitude
defined by p* = P,K/(K + 1).

Differential Detection

With differential detection, the decision for the received symbol y, is made based on
the adjacent symbol y, , =x, b, , +n,_,. For phase n}odulation schemes, this can be
seen as a detection based on the channel estimate h,= vy, /x,_, =h,_, +n,_/x,_, =
b, , +n', where E{ln' I} = 05.. Note that 03, = 05, if the magnitude of x,_, is one.
The parameters Yi and W are then equal, as in (5.41). The additional noise term
n',, the correlation between b, and b, , and the Doppler shift of the LOS-
component are expressed in

X, ZE{;,]H +n'k}=p.ei(op—zﬂm)

xx

¥ =%[NRP+0§,, -p] (5.42)

lIjxy = 21 x;,i[E{bk—l hl;} - p2 efzﬂfﬂT]

For evaluating differential detection in the frequency direction, let T = 0. Using
the channel correlation functions given in Section 5.3.1, the correlation W, between
the attenuation factors at two adjacent symbols becomes

1
w =1x’;. Py jl—/’ZnFr,msKl ey (5.43)
© 2T K+
[]0 (2xf,,T) in time

Note that the influence of the channel variability is expressed by this correlation
value only, which is defined by the parameter products 7, F and f,T, for the two
cases under consideration.
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Performance results are given in Section 5.3.3. It will be shown that differential
detection in the time direction is more robust than the FD variant for the OFDM sys-
tem under consideration, that is, for a wideband indoor WLAN.

5.3.2.2 Application to Different Modulation Schemes

Assigning different constellation values to the variable x, , # x, , the probability can
be calculated that an erroneous symbol x,, has been detected while the symbol x,,
was transmitted. This allows, for many modulation schemes, an exact calculation of
the BER; for others, it allows the evaluation of close approximations [15-17].

In the following analysis we assume that all possible transmitted symbols x,, €
{x,,.} occur with equal probability.

BPSK and QPSK

Exact results can be obtained for BPSK and QPSK modulation. The signal constella-
tions for these techniques are depicted in Figure 5.10. For both schemes it is suffi-
cient to consider (any) one transmitted symbol, due to symmetries. This symbol will
be the +1, taken from the set {x, ,} = {1,-1} for BPSK, and from {x, } = {1, j,-1,—} for
QPSK. Note that Ix, I’ = 1 for both modulation types.

BPSK is analyzed by evaluating the parameters A and C for x,, = 1 and x,,, = -1.
The bit-error probability is equal to the symbol-error probability P, [see (5.37)].

Gray-coded QPSK transmits two bits per symbol on orthogonal carriers (I- and
Q-components). Thus, the error probabilities can be analyzed independently, and
the BER equals their average. Suitable parameters for A and C are found, for exam-
ple, by assigning x,, = 1 and x,, = {j,—}.

Calculating the probability that x,, has been detected, provided x,, was trans-
mitted, the I/Q-plane is divided in two parts. An error occurs when the received sym-
bol falls within the half plane closer to x, , than to x, . No error occurs otherwise (see
Figure 5.10). Note that in the case of QPSK, it is not necessary to evaluate the two-
error event explicitly. The overlapping one-error events account for one error each
in this region; thus, the two-error event is included automatically. This may seem

BPSK: ‘\Q QPSK: Q

// One error
/q
) 0
T | [
X =-1 X, . =1
B v // X \—V/'
K n=
PCRL LN
< \__- One error

Error region, when Two errors
X, ;=1 was transmitted

Figure 5.10 Selection of x,;and x, , for the performance evaluation of BPSK and QPSK.
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like an advantage because computational complexity is reduced; however, when
evaluating higher-order modulation schemes, many of those half-planes will over-
lap, and it is sometimes not possible to obtain the exact number of errors for all
decision regions. This will be seen in the following case.

8-PSK
Upper and lower bounds on the BER can be calculated for 8-PSK. An exact calcula-
tion is not possible because the eight signal states are not separable in the two
orthogonal dimensions of the I/Q-plane.

Due to symmetries it is again sufficient to consider one transmitted symbol,
x,, = 1. Figure 5.11 illustrates how errors occur in estimating error probabilities.
The signal constellations are shown in Figure 5.11(a), together with the exact num-
bers of errors for each decision region. (Errors are denoted by ¢.) Figure 5.11(b)
shows the actual numbers of errors for each of these regions, when three different
error states x, , are evaluated and averaged. Clearly, too few errors are considered in
some of the decision regions, while too many are considered in others. Thus, the
computational results are a (close) approximation. The most likely errors, however,
are appropriately treated.

16-QAM

16-QAM can be evaluated without any error. This involves considering 4 different
transmitted symbols occurring with equal probabilities and 24 error events. Some of
them must be subtracted in order to account for overlapping decision regions.
Table 5.1 lists a possible set of symbols x,, and x,, to be used. The complex signal
constellations x, are denoted (Re{x,},Im{x,}). Error events whose probability must
be subtracted in the final result are written (Re{x,},Im{x,})". All values must be
divided by /10 to have an average power of one. Figure 5.12 illustrates the signal

-;LQ AQ
(011 le Iess/
11 /\\’ 2:7/\>(<oo1) 18'(%}5(/\\/'9‘1:7/\ Xy = el
\ / \ \ / \
~/< 3¢ \ |/ 1e _x 16 >/ 2e / 1e P'e
aonl 5, - ~\ /-~ ) (000) more | 35\\\\ //// 1 5
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\ //// \\\\Xk,i;’:\1 \/// / \\\\Q@’;’z\-‘
“N\ e // \\18 V “\ 2 // \ 1. />
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(110)
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Figure 5.11 Error regions for 8-PSK when x,; = 1 was transmitted: (a) signal constellations and
correct number of errors for each decision range, and (b) approximation by evaluating error prob-
abilities from the three error states x, , shown. In some error regions, one extra error is considered;
in other regions, one error is missed (indicated as 1 more and 1 less)
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Table 5.1 Transmitted Symbols and Error Events
for the Evaluation of 16-QAM Modulation

Transmitted Symbol x,,  Error Symbols x,,

(=3,3) (-1,3), (3,3), (7,3)7,
(=3,1), (=3,-3), (-3,-7)"
(-1,3) (-3,3), (1, 3), (5,3)
(-1,1), (=1,-3), (-1,-7)"
(=3,1) (=1,1), (3,1), (7, )
(=3,3), (=3,-1), (=3,-5)
(-1,1) (=3,1), (1,1), (5,1)
(=1,3), (-1,-1), (-1,-5)
i
0000y | (0001) (0010)
X 1 B ®e °
X, 1= (3,3)) Z‘k{ 3 ,=G.3) X, 0=, 3)"

(0100)
le
X n=(3,1)

Error probability to
be subtracted

(1000)
le

n=(3,-3)

Error probability to
be subtracted

X p=(3,-7)"

Figure 5.12 lllustration of the error events in 16-QAM when the symbol x, =(3,3) was
transmitted.

constellations and error events for the symbol x,, = (-3,3), which carries the data
symbol (0000).

16 Star-QAM

16 Star-QAM can be treated as a combination of 8-PSK and a binary amplitude
modulation (AM). The binary AM is evaluated by transforming the I and QO vari-
ables to an 7 = I’ + O’ variable, resulting in similar expressions to the above defined
ones. This is described in [16, 17].
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5.3.3 Performance Results

Some observations can be made from the mathematical expressions derived above

[see (5.41)~(5.43)]:

1. For coherent detection, the statistical parameters, and thus the performance
results, only depend on P, p, and ¢7,. In other words, the performance de-
pends on the average SNR SNR « P,/o3and on the Rician K-factor
K = pl(P, - p).

2. The same holds in the limits F=0 or T=0 (i.e., for flat fading) for differential
detection.

3. The performance of differential detection degrades for F>0 (or T>0) because
of a systematic estimation error in h,= h,_ + n',, because h,_, # b,. The

parameter products 7, F and f, T define the degradation according to (5.43).

Performance results (average BER) for (1) and (2) and QPSK modulation are
shown in Figure 5.13 as a function of the average SNR per bit (denoted E,/N,)* and
as a function of K, where

BER for QPSK with coherent demodulated (solid)
and differential demodulated (dashed)
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E, /No (dB)
Figure 5.13 Performance of QPSK for coherent detection (perfect channel estimation) (“—")
and for differential detection with F= 0, that is, with perfect correlation between adjacent SCs (flat
fading) (“---").

2. Several SNR parameters are used in this chapter: The SNR denoted E,/N, is the average SNR per data bit. It
thus depends on the order M of the modulation scheme. The average SNR of the SC symbols, being inde-
pendent of the modulation scheme, is written as SNR,.. The SNR of the TD OFDM signal is written as SNR.
This value is different from the previous ones because not all FFT points are used for data SCs.
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2
E, _E{‘xk’m‘ }Pio

= 5.44
N, log, (M) o3, (544)

It is observed from the figure that the SNR required to achieve a certain BER-
performance is dramatically increased for small K-factors (for Rayleigh channels). A
3-dB disadvantage of SNR is evident for the differential detection method because
two noise processes with equal variance are present, the noise of the channel esti-
mate and the noise of the data symbol to be detected.

Figure 5.14 presents a performance comparison of different modulation
schemes. Note that the result for 16-QAM (differential) is a theoretical one because

BPSK, K= o
BPSK, K =4
BPSK, K=0
QPSK

Average BER

;i
<

Qg : : “[+——+ BPSK, K=
=S 5 . S |+ —+ BPSK, K=4
+ -+ BPSK, K= 0

Average BER

(b)

Figure 5.14 Performance of different modulation schemes: (a) coherent detection with perfect

channel estimation, and (b) differential detection with F= 0, that is, perfect correlation between
adjacent SCs (flat fading).
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differential demodulation for this scheme is hard to accomplish. Again the advan-
tage of a high K-factor is seen. With coherent detection, equivalent performance is
obtained for BPSK and QPSK. This is not the case for differential detection on
AWGN or Rician channels, where BPSK has an additional advantage of 1 to 2 dB
over QPSK (see also [1]). It is important to note that twice the symbol energy is used
with QPSK because two bits are transmitted per symbol. The higher-order modula-
tion schemes (8-PSK and 16-QAM) require approximately 3 to 4 dB more signal
power than QPSK.

Taking into account the channel variability, irreducible error floors arise (see
Figure 5.15). Both versions of differential detection have been evaluated for Ray-
leigh fading channels, QPSK modulation, and for the following parameters. For
detection in the frequency direction, the channel’s RDS 7, _is assumed to be three
samples, which corresponds to a maximum delay spread of about 30 samples,
assuming an exponentially decaying channel delay profile. For 128 FFT points, this
value corresponds to about one quarter of the FFT time, which is also about the time
duration that would be selected for the GI. It is seen that the irreducible error floor
associated with such realistic parameters (v, F=3/128) lies around 10 (curve
“O——07).

The time variability for differential detection in time direction corresponds to a
mobile moving at 20 m/s, to a carrier frequency of 60 GHz, and to a symbol length
of 1.3 us. According to the system model, ICI due to Doppler spreading has been

Performance of differential detection; QPSK; Rayleigh channel

T T T

Average BER

G—O Ty = 3 SMp.; 0t =0 smp.
A—AT, =3 smp.; 0t =-3 smp.
E—F Ty = 3 sSMp.; 0t = 3 smp.

¥ —% v=20m/s; 0f=0

+ —+ v=20m/s; 6f=3% of F, w/o ICI

1073

o S
% —x v=20m/s; 6f= 3% of F; incl. ICI \\ ________ -y
- — = Static channel; perfect sync. : : «\
107 ; i i
0 5 10 15 20 25 30 35 40

Average E, /N, (dB)

Figure 5.15 The channel variability leads to irreducible error floors for the differential modulation
schemes. Differential QPSK is evaluated over Rayleigh fading channels.
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neglected.’ While the symbol duration assumed is rather short, the mobility consid-
ered is an order of magnitude higher than the expected mobility in an indoor WLAN
system. Despite this, the error floor is much lower for this method of differential
detection (curve “* —— *”)

The other results depicted analyze the influence of synchronization errors. In the
FD results, ICI and IST have been neglected, which is exact as long as the channel IR
remains within the GI. In other words, the performance impact results only from the
systematic phase rotations that are—as the extended system model shows (Section
5.2.4)—due to the time-synchronization error. Such phase rotations mean for the
differential detection techniques that the signal constellation points compared typi-
cally move closer together, which implies a performance degradation.

Note, however, that a negative timing offset equal to the channel’s 7 _slightly
improves the performance because the channel also induces some systematic phase
rotation, which is, in the case discussed, cancelled by the phase rotation due to tim-
ing offset." The impact on the performance is small, however, for the offsets
evaluated.

In the curves depicting the performance for the detection scheme in time direc-
tion, the impact of ICI due to a frequency offset is shown as well. ICI has been
included using the approximation from [7]. It is seen that the impact of the phase dis-
tortion is evident in all SNR values, while ICI determines the error floor at high SNR.

In Figure 5.16, the performance of differential QPSK (in frequency direction) is
shown as a function of E,/N, and K, where 7,,_is a parameter. Since the maximum
excess delay of the channel, which should not exceed the GI, is a function of 7, and
K, all of these parameters are interrelated. The following definitions are introduced
to get a set of general results. The FFT duration and GI duration are connected by a
fixed factor, which is usually in the range of 4 to 10. The maximum excess delay of
the channel can be written 7= 107, K. This leads to the normalized excess delay,
defined as T, =7, /T,,, = 107, K F. In Figure 5.16, the performance of differential
QPSK is shown for T, = {0, 0.11, 0.27}. The curves for T, = 0 allow a comparison
with Figure 5.13. Especially for severely fading channels (low K-factors), the per-
formance degradation is significant for the delay spreads considered.

5.4 Conclusions and Recommendations

The derivation of the OFDM system model has confirmed that data symbols can be
transmitted independently over multipath fading radio channels. It has to be

3. ThatICLis truly negligible for the system parameters selected is suggested from the comparison of the maxi-
mum Doppler frequency and the OFDM SC spacing. The former, being 4 kHz, is just 0.4% of the latter,
which is 1 MHz. An approximate equation for the SNR degradation due to mobility can be found, for
instance, in [7].

4. The progressive phase rotation due to a timing offset can be utilized for timing synchronization (see Section
6.2.7). Thereby, the systematic phase rotation due to the channel leads to a bias in the estimate. If this biased
estimate is used for timing synchronization, optimum performance is achieved because the systematic phase
rotations due to the channel and due to the bias compensate each other.



5.4 Conclusions and Recommendations 145

BER for QPSK with different demodulated T,, =
{0 (dotted), 0.11 (solid), 0.27 (dashed)}

20

15

—_
(=]

Rician K-factor K (dB)
(O]

£, /No (dB)

Figure 5.16 Performance of QPSK with differential detection in frequency direction. The maxi-
mum excess delay of the channel is related to the FFT time, expressed by T,,..

assumed, however, that the channel’s maximum excess delay is shorter than the GI
and that the system has been synchronized sufficiently. Small synchronization
errors lead to systematic phase rotations of the data constellation points, a property
that can be exploited for estimating synchronization offsets. If the timing- or
frequency-synchronization error becomes too large, the orthogonality of the SCs is
partly lost, and the SNR of the system is degraded; that is, ICI and ISI arise. ICI can
also result from very fast channel variations (Doppler spreads) or from carrier phase
jitters.

The system models presented can be utilized in analytical studies of various
aspects of the OFDM technique, as, for instance, in the performance evaluation.
The basic model introduced assumes perfect synchronization, while an extended
model considers the phase rotations due to small synchronization offsets.

The performance analysis of an uncoded OFDM scheme is based on the classic
formulas given by Proakis ([1, Appendix B]). Expressions are derived for the evalua-
tion of different modulation schemes and for coherent and differential detection.
The FD channel model for Rician fading channels has been applied. It allows per-
formance results to be shown as a function of the channel parameters {P, K, 7, },
the NRP, the Rician K-factor, and the RDS.

Assuming perfect channel estimation or, if differential schemes are applied,
complete channel correlation, the performance is determined by P, and K. These
parameters specify the average signal power and the depth of the fades. Better
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performance is thus achieved over channels having a higher K-factor because the
fades are shallower.

Performing differential detection in the FD, a degradation of the results is seen
due to the small differences of the channel TF at adjacent SCs (whose data symbols
are compared). Since, for small frequency lags, there is a very strict relationship
between this correlation function and the RDS, 7, , of the channel (in particular for
Rayleigh fading channels), it is concluded that the performance degradation is well
characterized by 7, . (To be exact, the performance is defined by the product 7, F,
where F is the SC spacing.) Imperfect timing synchronization also has an impact
because systematic phase offsets are introduced between adjacent SCs.

For the low-mobility OFDM-based WLAN system under investigation, the cor-
relation of subsequent symbols in time direction is much higher than the correlation
of symbols on adjacent SCs. Therefore, it is recommended to apply differential
detection in the time direction, not the frequency direction. In this case, systematic
phase offsets are induced by imperfect carrier frequency synchronization.

By extending the OFDM system model, it becomes possible to analyze the
imperfections of OFDM systems. Frequency synchronization offsets, for example,
give rise to ICI, which can be accounted for by an additional noise term [11]. In a
similar fashion, the impact of Doppler spreads, phase noise, or channel-estimation
errors can be incorporated. The evaluation of such imperfections is a topic for future
work. Using the original equations of [1], it is also possible to investigate diversity
techniques (see, e.g., [15-17]).
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The Peak Power Problem

6.1 Introduction

An OFDM signal consists of a number of independently modulated SCs, which can
give a large peak-to-average power (PAP) ratio when added up coherently. When N
signals are added with the same phase, they produce a peak power that is N times
the average power. This effect is illustrated in Figure 6.1. For this example, the peak
power is 16 times the average value. The peak power is defined as the power of a
sine wave with an amplitude equal to the maximum envelope value. Hence, an
unmodulated carrier has a PAP ratio of 0 dB. An alternative measure of the envelope
variation of a signal is the Crest factor, which is defined as the maximum signal
value divided by the RMS signal value. For an unmodulated carrier, the Crest factor
is 3 dB. This 3-dB difference between the PAP ratio and Crest factor also holds for
other signals, provided that the center frequency is large in comparison with the sig-
nal bandwidth.

A large PAP ratio brings disadvantages like an increased complexity of the
analog-to-digital (A/D) and digital-to-analog (D/A) converters and a reduced effi-
ciency of the RF power amplifier. To reduce the PAP ratio, several techniques have

3.5¢

2.5¢

JPAP
N

1.5F

0.5

0 2 4 6 8 10 12 14 16
Time/T

Figure 6.1 Square root of PAP ratio for a 16-channel OFDM signal, modulated with the same ini-
tial phase for all subchannels.
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been proposed, which basically can be divided in three categories. First, there are sig-
nal distortion techniques, which reduce the peak amplitudes simply by nonlinearly
distorting the OFDM signal at or around the peaks. Examples of distortion tech-
niques are clipping, peak windowing, and peak cancellation. Second, there are cod-
ing techniques that use a special FEC code set that excludes OFDM symbols with a
large PAP ratio. The third technique scrambles each OFDM symbol with different
scrambling sequences and selecting the sequence that gives the smallest PAP ratio.
This chapter discusses all of these techniques, but first analyzes the PAP ratio distri-
bution function. This will give a better insight in the PAP problem and will explain
why PAP reduction techniques can be quite effective.

6.2 Distribution of the PAP Ratio

For one OFDM symbol with N SCs, the complex baseband signal can be written as
1 N
x(t)=—= D> a, exp(jo,t (6.1)
~ 21 p(jo,t)

Here, a, are the modulating symbols. For QPSK, for instance, a, € {-1, 1, j, —}.
From the central limit theorem it follows that for large values of N, the real and
imaginary values of x(#) become Gaussian distributed, each with a mean of zero and
a variance of 1/2. The amplitude of the OFDM signal therefore has a Rayleigh distri-
bution, while the power distribution becomes a central chi-square distribution with
two degrees of freedom and zero mean with a cumulative distribution given by

F(z)=1—¢"* (6.2)

Figure 6.2 shows the probability that the PAP ratio exceeds a certain value. We
can see that the curves for various numbers of SCs are close to the Gaussian distribu-
tion shown in Figure 6.2(d) until the PAP value comes within a few decibels of the
maximum PAP level of 10logN, where N is the number of SCs.

Now, we want to derive the CDF for the peak power per OFDM symbol.
Assuming the samples are mutually uncorrelated—which is true for nonoversam-
pling—the probability that the PAP ratio is below some threshold level can be writ-
ten as

P(PAPR <z) =F(z)" =(1—exp(=2))" (6.3)

This theoretical derivation is plotted against simulated values in Figure 6.3 for
different values of N.

The assumption made in deriving (6.3) that the samples should be mutually
uncorrelated no longer holds when oversampling is applied. Because it seems quite
difficult to come up with an exact solution for the peak power distribution, we pro-
pose an approximation by assuming that the distribution for aN SCs and oversam-
pling can be approximated by the distribution for «N SCs without oversampling, with
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log(P(PAPR>abscissa))

02 4 6 & 10 12 14 16
PAP ratio in (dB)

Figure 6.2  PAP distribution of an OFDM signal with (a) 12, (b) 24, (c) 48, and (d) an infinite
number of SCs (pure Gaussian noise). Four times oversampling used in simulation; total number of
simulated samples is 12 million.
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Figure 6.3 PAP distribution without oversampling for a number of SCs of (a) 16, (b) 32, (c) 64,
(d) 128, (e) 256, and (f) 1,024. Dotted lines are simulated.

a > 1. Hence, the effect of oversampling is approximated by adding a certain number
of extra independent samples. The distribution of the PAP ratio is then given by
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P(PAPR <z) =(1—exp(—2))“ " (6.4)

Figure 6.4 gives the PAP distribution for different amounts of carriers for
a =2.8. The dotted lines are simulated curves. We see in Figure 6.4 that (6.4) is quite
accurate for N > 64. For large values of the CDF close to one (>0.5), however, (6.3)
is actually more accurate.

From Figure 6.4, we can deduce that coding techniques to reduce the PAP ratio
may be a viable option as reasonable coding rates are possible for a PAP ratio
around 4 dB. For 64 SCs, for instance, about 107 of all possible QPSK symbols have
a PAP ratio of less than 4.2 dB. This means that only 20 out of a total of 128 bits
would be lost if only the symbols with a low PAP ratio were transmitted. However,
the main problem with this approach is finding a coding scheme with a reasonable
coding rate (= 1/2) that produces only these low PAP ratio symbols and that also has
reasonable error-correcting properties. Section 6.5 describes a solution to this
problem.

A different approach to the PAP problem is to use the fact that because large
PAP ratios occur only infrequently, it is possible to remove these peaks at the cost of
a slight amount of self-interference. Now, the challenge is to keep the spectral pollu-
tion of this self-interference as small as possible. Clipping is one example of a PAP
reduction technique creating self-interference. In the next sections, two other tech-
niques are described which have better spectral properties than clipping.

6.3 Clipping and Peak Windowing

The simplest way to reduce the PAP ratio is to clip the signal, such that the peak
amplitude becomes limited to some desired maximum level. Although clipping is
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Figure 6.4 CDF of the PAP ratio (PAPR) for a number of SCs of (a) 32, (b) 64, (c) 128, (d) 256,
and (e) 1,024. Solid lines are calculated; dotted lines are simulated.
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definitely the simplest solution, there are a few problems associated with it. First, by
distorting the OFDM signal amplitude, a kind of self-interference is introduced that
degrades the BER. Second, the nonlinear distortion of the OFDM signal signifi-
cantly increases the level of the out-of-band radiation. The latter effect can be
understood easily by viewing the clipping operation as a multiplication of the
OFDM signal by a rectangular window function that equals one if the OFDM
amplitude is below a threshold and less than one if the amplitude needs to be
clipped. The spectrum of the clipped OFDM signal is found as the input OFDM
spectrum convolved with the spectrum of the window function. The out-of-band
spectral properties are mainly determined by the wider spectrum of the two, which
is the spectrum of the rectangular window function. This spectrum has a very slow
roll off that is inversely proportional to the frequency.

To remedy the out-of-band problem of clipping, a different approach is to mul-
tiply large signal peaks with a certain nonrectangular window. In [1], a Gaussian-
shaped window is proposed for this, but in fact any window can be used, provided it
has good spectral properties. To minimize the out-of-band interference, ideally the
window should be as narrowband as possible. On the other hand, the window
should not be too long in the TD because that implies that many signal samples are
affected, which increases the BER. Examples of suitable window functions are the
cosine, Kaiser, and Hamming windows. Figure 6.5 gives an example of reducing the
large peaks in OFDM with the use of windowing.
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Figure 6.5 Windowing an OFDM time signal.
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In Figure 6.6, the difference between clipping the signal and windowing the sig-
nal can be seen. Figure 6.7 shows how increasing the window width can decrease the

spectral distortion.

10

PSD (dBr)

Undistorted
spectrum

-60 -30 0 30 60
Frequency/subcarrier spacing

Figure 6.6 Frequency spectrum of an OFDM signal with 32 SCs with clipping and peak window-
ing at a threshold level of 3 dB above the RMS amplitude.
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Figure 6.7 Frequency spectrum of an OFDM signal with 32 SCs with peak windowing at a
threshold level of 3 dB above the RMS amplitude. Symbol length is 128 samples (4 times oversam-
pled) and window lengthis (a) 3, (b) 5, (c) 7, (d) 9, (e) 11, (f) 13, and (g) 15 samples. Curve (h)
represents the ideal OFDM spectrum.
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Figure 6.8 shows packet-error ratio (PER) curves with and without clipping,
using a rate 1/2 convolutional code with constraint length 7. The simulated OFDM
signal uses 48 SCs with 16-QAM. The plots demonstrate that nonlinear distortion
has only a minor effect on the PER; the loss in SNR is about 0.25 dB when the PAP
ratio is decreased to 6 dB. When peak windowing is applied, the results are slightly
worse (see Figure 6.9) because peak windowing distorts a larger part of the signal
than clipping for the same PAP ratio.

6.3.1 Required Backoff with a Nonideal Power Amplifier

The previous section demonstrated that peak windowing is very effective in reduc-
ing the PAP ratio. This does not immediately tell us, however, what backoff is
required for a practical power amplifier to attain an acceptable level of out-of-band
radiation. The backoff is defined here as the ratio of the output power and the maxi-
mum output power (saturation power) with a sinusoidal input signal. Another defi-
nition frequently used in the literature uses the power at the 1-dB compression point
instead of the saturation power. Because the 1-dB compression point is typically 1 to
3 dB lower than the maximum power level, depending on the amplifier TF, the
backoff values according to the latter definition are 1 to 3 dB smaller than the values
mentioned in this section.

To simulate a power amplifier, the following model is used for the AM/AM con-
version [2]:

PER

6 7 8 9 10 1 12
E, /N, (dB)

Figure 6.8 PER versus E,/N, for 64-byte packets in AWGN. OFDM signal is clipped to a PAP ratio
of (a) 16 (no distortion), (b) 6, (c) 5, and (d) 4 dB.
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Figure 6.9 PER versus E,/N, for 64-byte packets in AWGN. Peak windowing is applied with a win-
dow width of 1/16 of the FFT duration. The PAP ratio is reduced to (a) 16 (no distortion), (b) 6, (c)
5, and (d) 4 dB.

gay=— At (6.5)

(1+A%)2e

The AM/PM conversion of a solid-state power amplifier is small enough to be
neglected. Figure 6.10 gives some examples of the TF for various values of p. A
good approximation of existing amplifiers is obtained by choosing p in the range of
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Figure 6.10 Rapp’s model of AM/AM conversion.



6.3 Clipping and Peak Windowing 157

2 to 3 [2]. For large values of p, the model converges to a clipping amplifier that is
perfectly linear until it reaches its maximum output level.

Figure 6.11 shows the output spectra of an undistorted OFDM signal and the
spectra of two distorted signals, assuming a highly linear amplifier model [p = 10 in
(6.5)]. The backoff relative to the maximum output power was determined such
that any significant distortion of the spectrum is at least 50 dB below the in-band
spectral density. In this case, peak windowing gives a gain of almost 3 dB in the
required backoff relative to clipping. This difference in backoff is much smaller than
the difference in the PAP ratio at the input of the power amplifier. Without peak
windowing, the PAP ratio is about 18 dB for the OFDM signal with 64 SCs. With
peak windowing, it is reduced to approximately 5 dB. Hence, for the latter case, it is
clear that the backoff of a highly linear amplifier must be slightly above this 5 dB to
achieve a minimal spectral distortion. It is not true, however, that without peak win-
dowing the backoff must be in the order of 18 dB for the same amount of distortion
as with peak windowing. Because there is little energy in the signal parts that have a
relatively large PAP ratio, distortion in those parts does not affect the spectrum that
much. After peak windowing or any other PAP reduction technique, however, a sig-
nificant part of the signal samples are close to the maximum PAP ratio (e.g., 5 dB).
In this case, any distortion that is a decibel or so below this maximum produces
more spectral distortion than clipping the original OFDM signal at 10 dB below its
maximum PAP level, simply because for the latter, a much smaller fraction of the
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Figure 6.11 (a) Ideal OFDM spectrum for 64 SCs, (b) spectrum after highly linear amplifier
(Rapp’s parameter p = 10) with 8.7-dB backoff, and (c) spectrum using peak windowing with
5.9-dB backoff.
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signal is affected. Thus, the more the PAP ratio is reduced by PAP-reduction tech-
niques, the less tolerant the signal becomes to nonlinearities in the area of its maxi-
mum PAP ratio.

Figure 6.12 shows OFDM spectra for a more realistic amplifier model with
p = 3. The target for undesired spectrum distortion has now been set to a less strin-
gent level of 30 dB below the in-band density. The difference in backoff with and
without peak windowing is now reduced to 1 dB. This demonstrates that the more
spectral pollution can be tolerated, the less gain is achieved with PAP reduction
techniques.

Figure 6.13 shows similar plots as Figure 6.12, but now for 256 SCs. This dem-
onstrates that the required backoff with or without peak windowing is almost inde-
pendent of the number of SCs, as long as this number is large compared with 1. In
fact, the difference in backoff with and without peak windowing reduces slightly to
0.8 dB by going from 64 to 256 SCs.

6.3.2 Coding and Scrambling

A disadvantage of distortion techniques is that symbols with a large PAP ratio suffer
more degradation, so they are more vulnerable to errors. To reduce this effect, FEC
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Figure 6.12 (a) Ideal OFDM spectrum for 64 SCs, (b) plain OFDM with 6.3-dB backoff and
Rapp’s parameter p = 3, and (c) peak windowing with 5.3-dB backoff.
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Figure 6.13 (a) Ideal OFDM spectrum for 256 SCs, (b) plain OFDM with 6.3-dB backoff and
Rapp’s parameter p = 3, and (c) peak windowing with 5.5-dB backoff.

coding can be applied across several OFDM symbols. By doing so, errors caused by
symbols with a large degradation can be corrected by the surrounding symbols. In a
COFDM system, the error probability is no longer dependent on the power of indi-
vidual symbols, but rather on the power of a number of consecutive symbols. For
example, assume that the FEC code produces an error if more than 4 out of every 10
symbols have a PAP ratio exceeding 10 dB.' Further, assume that the probability of
having a PAP ratio larger than 10 dB is 10°. Then, the error probability of the peak

3

cancellation technique is1 — 2(10)(10_3)1 (1 - 10_3)10_1 = 2-10™", which is much
=0

less than the 10~ in the case where no FEC coding is used.

Although such a low symbol-error probability may be good enough for real-
time circuit-switched traffic, such as voice, it may still cause problems for packet
data. A packet with too many large PAP ratio symbols will have a large probability
of error. Such packets occur only very infrequently, as shown above, but when they
occur, they may never come through because every retransmission of the packet has
the same large error probability. To solve this problem, standard scrambling tech-
niques can ensure that the transmitted data between initial transmission and
retransmissions are uncorrelated. To achieve this, the scrambler has to use a differ-
ent seed for every transmission, which can be realized for instance by simply adding
one to the seed after every transmission. Furthermore, the length of the scrambling
sequence has to be in the order of the number of bits per OFDM symbol to

1. The simplifying assumption is made here that four symbols with reduced power always result in an error,
while in reality there is always a certain error probability of less than one, depending on the SNR.
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guarantee uncorrelated PAP ratios for different seeds. Different scrambling in every
transmission will then guarantee independent PAP ratios for the OFDM symbols in
retransmissions and, hence, independent error probabilities. For example, if the
probability of a worst-case packet is 10, the probability that it will not come
through within two transmissions is 107",

6.4 Peak Cancellation

The key element of all distortion techniques is to reduce the amplitude of samples
whose power exceeds a certain threshold. In the case of clipping and peak window-
ing, this was done by a nonlinear distortion of the OFDM signal, which resulted in a
certain amount of out-of-band radiation. This undesirable effect can be avoided by
performing a linear peak-cancellation technique, whereby a time-shifted and
scaled-reference function is subtracted from the signal, such that each subtracted ref-
erence function reduces the peak power of at least one signal sample. By selecting an
appropriate reference function with approximately the same bandwidth as the
transmitted signal, it can be assured that the peak power reduction will not cause
any out-of-band interference. One example of a suitable reference signal is a sinc
function. A disadvantage of a sinc function is that it has infinite support. Hence, for
practical use, it has to be time limited in some way. One way to do this without cre-
ating unnecessary out-of-band interference is to multiply it by a windowing func-
tion, for instance, a raised cosine window. Figure 6.14 shows an example of a
reference function, obtained by multiplication of a sinc function and a raised cosine

Signal value

_0.2 1 L 1 1 1 1 1
-8 -6 -4 -2 0 2 4 6 8
Relative time in Nyquist samples

Figure 6.14 Sinc reference function, windowed with a raised cosine window.
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window. If the windowing function is the same as that used for the windowing of
the OFDM symbols, then it is assured that the reference function has the same band-
width as the regular OFDM signals. Hence, peak cancellation will not degrade the
out-of-band spectrum properties. By making the reference signal window narrower,
a trade-off can be made between less complexity in the peak-cancellation calcula-
tions and some increase in the out-of-band power. The peak-cancellation method
was first published in [3], and later was independently described in [4].

Peak cancellation can be performed digitally after generation of the digital
OFDM symbols. It involves a peak power (or peak amplitude) detector, a compara-
tor to see if the peak power exceeds some threshold, and a scaling of the peak and
surrounding samples. Figure 6.15 shows the block diagram of an OFDM transmit-
ter with peak cancellation. Incoming data is first coded and converted from a serial
bit stream to blocks of N complex signal samples. On each of these blocks, an IFFT
is performed. Then, a cyclic prefix is added, extending the symbol size to N + N,
samples. After parallel-to-serial (P/S) conversion, the peak cancellation procedure is
applied to reduce the PAP ratio. It is also possible to do peak cancellation immedi-
ately after the IFFT and before the cyclic prefix and windowing. Except for the peak
cancellation block, there is further no difference from a standard OFDM transmit-
ter. For the receiver, there is no difference at all, so any standard OFDM receiver can
be used.

In the previous figures, the peak cancellation was done after P/S conversion of
the signal. It is also possible to do the cancellation immediately after the IFFT, as
depicted in Figure 6.16. In this case, the cancellation is done on a symbol-by-symbol
basis. An efficient way to generate the cancellation signal without using a stored ref-
erence function is to use a lowpass filter in the FD. In Figure 6.16, for each OFDM
symbol, the samples that exceed some predefined amplitude are detected. Then, for
each signal peak, an impulse is generated whose phase is equal to the peak phase and
whose amplitude is equal to the peak amplitude minus the desired maximum ampli-
tude. The impulses are then lowpass filtered on a symbol-by-symbol basis. Lowpass
filtering is achieved in the FD by taking the FFT, setting all outputs to zero whose
frequencies exceed the frequency of the highest SC, and then transforming the signal
back by an IFFT.

Cyclic prefix and
Data P Coding [P S/P PP IFFT _)w)i/ndovF\)/ing

> r/s P Peak . > DA D RF
cancellation X

Figure 6.15 OFDM transmitter with peak cancellation.
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Figure 6.16 Peak cancellation using FFT/IFFT to generate cancellation signal.

Figure 6.17 shows an example of the cyclic reference function that is used in all
methods that apply cancellation before adding the cyclic prefix and windowing. In
fact, this reference signal itself is a valid OFDM signal, which is obtained in the case
of an all-ones input to the IFFT.

Figure 6.18 shows an example of the signal envelopes of one arbitrary OFDM
symbol and the corresponding cancellation signal. In this case, the cancellation sig-
nal actually consists of two separate sinc functions because one sinc function is not
wide enough to reduce the peak. After subtraction, the peak amplitude is reduced to
a maximum of 3 dB above the RMS value (see Figure 6.19).
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Figure 6.17 Envelope of cyclic reference function.
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Figure 6.18 (a) OFDM symbol envelope, and (b) cancellation signal envelope.
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Figure 6.19 (a) OFDM symbol envelope, and (b) signal envelope after peak cancellation.

As an example of the peak cancellation technique, Figure 6.20 shows simulated
PSDs for an OFDM system with 32 carriers. Without clipping or peak cancellation,
the worst-case PAP ratio of this system is 15 dB, and the undistorted spectrum is
depicted by curve (a). If the signal is clipped such that the PAP ratio reduces to 4 dB,
a significant spectral distortion is visible; see curve (c). When peak cancellation is
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Figure 6.20 PSD for (a) undistorted spectrum with 32 SCs, PAP = 15 dB; (b) spectrum after peak
cancellation to PAP = 4 dB; and (c) clipping to PAP = 4 dB. Reference cancellation function has a
length equal to one quarter the length of an OFDM symbol.

applied [see curve (b)], a negligible distortion is present for the same PAP ratio of
4 dB.

Figure 6.21 depicts the effect of the peak cancellation on the PER. A rate 1/2,
constraint length 7 convolutional code is used to encode the input bits. The coded
bits are then modulated onto 48 OFDM SCs using 16-QAM. The curves show an
SNR degradation of about 0.6 dB in AWGN when peak cancellation is used to
reduce the PAP ratio to 6 dB.

At first sight, peak cancellation seems to be a fundamentally different approach
than clipping or peak windowing. It can be shown, however, that peak cancella-
tion is in fact almost identical to clipping followed by filtering. If a sampled
OFDM signal x(n) is clipped to reduce the PAP ratio, the output signal 7(7) can be
written as

r(n)=x(n)—2aief‘”’6(n—11) (6.6)

Here, a, ¢, and 7, are the amplitude, phase, and delay of the correction that
is applied to the ith sample in order to reach the desired clipping level. Hence, it is
possible to describe clipping as a linear process, even though it is not performed in
that way in practice. Now, suppose the clipped signal is filtered by an ideal lowpass
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Figure 6.21 PER versus E,/N, for 64-byte packets in AWGN. Peak cancellation is applied to reduce
the PAP ratio to (a) 16 (no distortion), (b) 6, (c) 5, and (d) 4 dB.

filter with an IR of sinc(nnT), where T is chosen such that the filter bandwidth is
equal to or larger than the bandwidth of the OFDM signal. The filtered output is
given by

7'(n)=x'(n) - Zaie"‘" ’sinc(nT(n - ‘L'i)) (6.7)

This expression is identical to a peak-cancellation operation, the only excep-
tion being that with peak cancellation, a sum of sinc functions is subtracted
from the unfiltered OFDM signal x(7), while in (6.7) we see a filtered signal x'(n).
In practice, however, also for peak cancellation, the OFDM signal needs
to be filtered anyway to remove aliasing after the D/A conversion. Hence, for
practical purposes, it may be concluded that peak cancellation has the same effect as
clipping followed by filtering, which was proposed as a PAP reduction tech-
nique in [5].

As a final comparison of the three described signal distortion techniques,
Figure 6.22 shows the PERs for an OFDM system with 48 SCs for which the PAP
ratio is reduced to 5 dB. In addition to the three PAP reduction techniques, the non-
linear amplifier model described in Section 6.3.1 was applied such that the output
backoff of the transmitted OFDM signal was 6 dB. We can see from the figure that
clipping (without filtering) performs slightly better than peak cancellation, and that
peak windowing performs slightly worse than peak cancellation.
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Figure 6.22 PER versus E,/N, for 64-byte packets in AWGN. PAP ratio is reduced to 5 dB by (a)
clipping, (b) peak cancellation, and (c) peak windowing.

6.5 PAP Reduction Codes

As Section 6.2 shows, only a small fraction of all possible OFDM symbols has a
bad PAP ratio. This suggests another solution to the PAP problem, based on coding.
The PAP ratio can be reduced by using a code that only produces OFDM symbols
with PAP ratios below some desirable level. Of course, the smaller the desired PAP
level, the smaller the achievable code rate is. Section 6.2, however, has already dem-
onstrated that for a large number of SCs, a reasonable coding rate larger than 3/4
can be achieved for a PAP level of 4 dB. In [6], we find that for eight channels, a rate
3/4 code exists that provides a maximum PAP ratio of 3 dB. The results in [6] are
based on an exhaustive search through all possible (QPSK) code words. Unfortu-
nately, these results only tell us that a large number of code words exist; they do not
tell us whether there is a structured way of encoding and decoding to generate a large
part of these code words or what the minimum distance properties of the code are.
However, [6] does mention the interesting fact that a large part of the codes found
are Golay complementary sequences, which helps us define a structured way of gen-
erating PAP reduction codes. Golay complementary sequences are sequence pairs
for which the sum of autocorrelation functions is zero for all delay shifts not equal
to zero [7-9]. As [10] mentions, the correlation properties of complementary
sequences translate into a relatively small PAP ratio of 3 dB when the codes are used
to modulate an OFDM signal. Based on all of these hints toward Golay sequences,
[11] presents a specific subset of Golay codes, together with decoding techniques
that combine PAP reduction with good FEC capabilities. Based on this work, Golay
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codes have actually been implemented in a prototype 20-Mbps OFDM modem for
the European Magic WAND project [12]. Fundamental studies on the coding prop-
erties of Golay sequences appeared in [13-16], proving code set sizes, distance prop-
erties, the relation to Reed-Muller codes, and many more interesting details.

A sequence x of length N is said to be complementary to another sequence y if
the following condition holds on the sum of both autocorrelation functions:

N-1

(xkxk+i +ykyk+i) =2N, i=0

k=0

(6.8)
=0, =0

By taking the FTs of both sides of (6.8), the above condition is translated into

X" +[v(F)” =2N (6.9)

Here, |X (f)‘2 is the power spectrum of x, which is the FT of its autocorrelation
function. The DFT X(f) is defined as

X(f) = E_xke‘fzﬂk”f (6.10)
k=0

Here, T. is the sampling interval of the sequence x. From the spectral condition
(6.9), it follows that the maximum value of the power spectrum is bounded by 2N:

X(F)" <2N (6.11)

Because the average power of X(f) (6.10) is equal to N, assuming that the power
of the sequence x is equal to 1, the PAP ratio of X(f) is bounded as

PAP ratio SZWN=2 (6.12)

In an OFDM transmission, normally the IFFT is applied to the input sequence x.
However, because the IFFT is equal to the conjugated FFT scaled by 1/N, the con-
clusion that the PAP ratio is upper bounded by 2 is also valid when X(f) is replaced
by the inverse FT of the sequence x. Hence, by using a complementary code as input
to generate an OFDM signal, the PAP ratio is guaranteed not to exceed 3 dB.
Figure 6.23 shows a typical example of an OFDM signal envelope when using a
complementary sequence. For this case of 16 channels, the PAP ratio is reduced by
approximately 9 dB in comparison with the uncoded case of Figure 6.1.

6.5.1 Generating Complementary Codes

In [7-9], several coding rules are given for generating a set of complementary
sequences, based on some starting complementary pair, the kernel. For complemen-
tary sequences of length 2, for instance, a possible kernel includes the pair 1,1 and
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Figure 6.23 Square root of PAP ratio for a 16-channel OFDM signal, modulated with a comple-
mentary code.

1,-1. The basic coding rules for generating complementary codes from this kernel
are as follows [7, 9]:

Interchanging both codes;

Reversing and conjugating second code;
Phase-rotating second code;

Phase-rotating elements of even order in both codes;
Phase-rotating first code;

Nk Wb

Reversing and conjugating first code.

When rules 1 to 4 are applied, 16 different length 4 codes can be obtained for the
case of four-phase modulation (see Table 6.1).

The number of codes can be extended to 64 by applying the rules 5 and 6, which
gives the same result as applying four different phase shifts to the 16 codes. Hence,
these four-symbol codes can easily be generated by using a 16-word-long lookup
table to encode four bits, followed by a phase rotation to map a total of six bits onto
all possible complementary codes.

Unfortunately, as indicated by the previous example, the six coding rules do not
produce all complementary sequences unambiguously. This makes it difficult to find
the size of the code set and to find a systematic way to produce complementary
sequences. Thus, some other algorithm has to be found to generate complementary
codes.
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Table 6.1 Length 4 Complementary

Codes

11 1 -1 11 G -
1 1 -1 1 1 1
1 -1 1 1 1 -1
1 -1 -1 -1 1 -1 5
17 1 17 j 1
17 -1 17 - -1
1 -5 1 1 -5 - 1
1 - -1 - 1 5 j -1

Reference [9] shows that from one set of complementary sequences, others can
be generated by multiplying the original sequences with columns of the DFT matrix.
Although [9] only mentions this method to generate sets with longer code length by
using the Kronecker product, it can also be used to generate different sequences with
the same length by multiplying an original sequence elementwise with columns of
the DFT matrix. It is easy to show that such multiplications do not change the corre-
lation properties. Each DFT column is a delta function in the FD. Because multipli-
cation in the TD is equivalent to a convolution in the FD, the power spectrum of a
complementary sequence multiplied by a DFT column remains the same. Hence, its
correlation function, which is the FT of the power spectrum, also remains the same,
so that the outcome again is a complementary sequence.

Another interesting remark in [9] is that complementary sequences can be mul-
tiplied by columns of the binary Walsh-Hadamard matrix without losing their com-
plementary characteristics. Furthermore, [9] states that “if the code is an expansion
of shorter lengths, an arbitrary phase angle can be added to all elements in any
orthogonal subset.” These operations turn out to be very useful in generating dis-
tinct codes.

The coding algorithm for generating complementary sequences is now given by
the following steps:

1. Make a kernel, that is, one complementary pair from which all other com-
plementary sequences can be derived. For lengths equal to a power of two,
kernels can easily be formed by using Golay’s rule for length expansion.
Starting with the length 2 sequence A, B,, where A, = 1 and B, = 1, longer
length codes can be formed by making A B, with A =A,_ B, ;andB,=A,_,
-B, _,. In this way, codes of length 2"* " are formed from the codes of length
2". For example, the following codes of up to length 16 can be obtained:

length 2: A/ B, =1 1;

length4: A,B,=111-1;

length 8: A,B,=111-111-11;

length16: A,B,=111-111-11111-1-1-11-1;

(6.13)



170

The Peak Power Problem

2. Determine the number of orthogonal subsets. For length N codes, formed by

the length expansion method described above, there are log,N orthogonal
subsets, all of which can be given an arbitrary phase offset. The orthogonal
subsets within a code are formed by all single elements, pairs, quads, and so
forth, which are of even order. Thus, a length 16 code has four orthogonal
subsets, consisting of all even elements, pairs, quads, and one octet. All of
these can be given a different phase without changing the complementary
characteristics of the code. Further, it is also possible to apply an arbitrary
phase shift to the entire code. Hence, a complementary code set based on the
kernel of (6.13) can be written as:

b b

ef(<ﬂ1+‘l’z+‘l’s+¢4) ef(‘P1+<P3+‘P4)ef(<P1+<Pz+‘P4) _ef(‘/’|+<l’4)
c= ’ (6.14)

i(p1+e,+ i(p1+eps i(p,+ i
ez(m ¢ <P3)’e/(</’1 wg)’_e/(sol ‘Pz),e/‘m

Notice that this code is actually implemented in a 20-Mbps OFDM modem
for the Magic WAND project [12]. It is also used in the 11-Mbps IEEE
802.11 WLAN standard [17]. The latter is not an OFDM system, but here
the benefit of using complementary sequences is their good aperiodic auto-
correlation properties, which make it easier to build a receiver with sufficient
robustness to multipath.

An alternative code description is to write the code phases as

9.1 M1110
o, 110110 .

6.1 (1101 0"

0,1 1100 1 1]"

6.1 111100/ (6.15)
0, 10100";‘

6,1 11100 17"

0,] |1 000 0

The output code is given by exp(j-276,/M), where 6, is the coded phase and
M is the size of the phase constellation. For BPSK (M = 2), the code set is
equal to the Walsh-Hadamard codes, which is offset by the kernel, defined
by the fourth column in (6.15).

. Finally, a transformation can be applied that unfortunately cannot be de-

scribed by simple multiplications or phase rotations. Instead, it can be de-
scribed as an interleaving operation on the underlying shorter length codes
used to make a longer length code [14]. For a length 8 sequence, for instance,
two new length 8 codes can be generated by interleaving the first and second
halves of the original code. Interleaving the code three times reproduces the
original code. In general, a code with a length of 2" can be interleaved 7 — 1
times before reproducing itself. The following shows three different codes
produced by interleaving out of one length 8 code:
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0:111-111-11
1:11111-1-11 (6.16)
2:111-11-111

For a length 16 code, it turns out that except for four different codes that can
be produced by interleaving the first and second halves of the code, more
codes can be made by simultaneously interleaving the quarters of the code,
giving a total of 3 - 4 = 12 different codes. The described coding rules can
now be used to determine the size of complementary code sets. For an
N-length code with M possible phases, the kernel can be multiplied by 1 +
log,N modified Walsh-Hadamard rows with M different phases. This gives a
code set size of M""**", The amount of bits per code word can be expressed as
(1 + log, N)log, M. For instance, a length 8 code with four possible phases
gives eight bits per code word. The above numbers have not yet taken into
account the interleaving rule, which adds another log,([(log,N)!]/2) bits to
the total number of bits per symbol (for N > 4 with N being a power of 2).
Notice that the interleaving rule does not necessarily produce an integer
number of bits per encoded symbol.

6.5.2 Minimum Distance of Complementary Codes

In OFDM systems, the effects of multipath are mitigated by error-correction coding
over the various subchannels. Thus, when using a PAP-reduction code, using this
code for FEC as well would be very desirable. Otherwise, a separate code would be
required, with the disadvantage of additional complexity and a reduction in the
overall coding rate and spectral efficiency.

Therefore, the question arises as to what minimum distance the above-
mentioned complementary sequences have. Looking at (6.15), we can state that if
this is the only generating rule used, then N/2 + 1 correctly received symbols are
always sufficient to calculate the 1 + log,N phases used to generate the complemen-
tary sequence. This is because with 1 + N/2 phase observations, it is always possible
to form 1 + log,N independent equations which can be used to solve for the 1 + log,N
unknown phases. In fact, there are a certain number of combinations of 1 + log,N
independent equations. The equations are independent only if each phase, except ¢,
is present in at least one and at most log,N equations. Since each phase, except ¢, is
present in exactly N/2 observations, 1 + N/2 observations are sufficient to obtain at
least one set of 1 + log,N independent phase equations. Therefore, we can conclude
that the minimum distance between two different complementary codes of length N
is N/2 symbols, so it is possible to correct N/4 — 1 symbol errors or N/2 — 1 erasures.

The minimum Euclidean distance, which determines the performance in flat fad-
ing with additive noise, can be found by observing that a minimum distance between
two code words is obtained if N/2 symbols have a minimum phase rotation of 27t/M,
where M is the number of phases. Thus, the minimum Euclidean distance d_,, is

N
d min =15
2

1—exp(j2]\7;) (6.17)
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For instance, for 8-PSK and eight channels, the minimum distance becomes
1.53, which is 6 dB larger than the distance of uncoded 8-PSK (=0.765). Because the
rate of the length 8 complementary codes is 1/2, a maximum coding gain of 3 dB can
be achieved compared with uncoded 8-PSK.

The above distance calculations are only valid for complementary codes gener-
ated without using the interleaving rule. Two codes formed by interleaving generally
have a distance that is less than N/2 symbols. For N = 8, for instance, the interleaved
codes (6.16) have a distance of only two symbols instead of four.

6.5.3 Maximum-Likelihood Decoding of Complementary Codes

This section describes an optimal decoding technique for specific subsets of comple-
mentary codes, based on generalized Walsh-Hadamard encoding. By generalized
Walsh-Hadamard coding, we mean that for a length N=2" code, n+1 phases are
encoded into 2" output phases by adding the first phase to all code phases, the second
to all odd code phases, the third to all odd pairs of code phases, and so on. For a
length 8 code, for instance, the phase encoding is given by (6.15). For BPSK (M = 2),
the coding reduces to normal Walsh-Hadamard coding. For this case, the efficient
fast Walsh transform can be used to realize maximum-likelihood decoding. For
larger constellation sizes, maximum-likelihood decoding seems less trivial. In the
worst case, it would require M""' Euclidean distance calculations or correlations, giv-
ing a total number of operations of NM™"' (complex multiplications and additions).
There is, however, quite some redundancy in the calculation of all possible correla-
tions, just as there are for the binary case. This means it is possible to reduce the
complexity of the maximum-likelihood decoder by generalizing the fast Walsh
transform to general phase constellations, as was first described in [18].

Figure 6.24 shows a butterfly that is used to calculate a 2-point binary fast
Walsh transform. Using these butterflies, an N-point fast Walsh transform can be
calculated with Nlog,N additions and subtractions.

Now consider a 4-PSK generalized Walsh-Hadamard code. For length 2, the
transform can be depicted as a butterfly with two inputs and four outputs (see
Figure 6.25).

The right side of the butterfly shows the sequences used to correlate with the
input sequence.

Using this butterfly, a transform of double length N can be constructed by doing
two transforms on half of the code length, plus an additional stage of 4" butterflies.
A length 4 transform, for instance, can be constructed as depicted in the Figure 6.26.

Figure 6.24 Butterfly of binary fast Walsh transform.
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Figure 6.26 Length 4 4-PSK fast Walsh transform.
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The 4 input points on the left are transformed into 16 output points by correlations
with the complex sequences listed on the right.

The 4-point transform can be extended to an 8-point transform by performing
two length 4 transforms on two groups of four samples, and adding an additional
stage of 16 butterflies to produce the length 8 results. Figure 6.27 shows this 8-point
transform, where the first two 4-point transforms are drawn as a line to simplify the
picture. In reality, each 4-point transform has 16 outputs, which are combined with
the 16 outputs of the other 4-point transform in four different ways. Hence, the total
number of outputs is 64.

A length 8 transform needs 28 butterflies. Each butterfly requires 4 additions
(the phase rotations are trivial for 4-PSK), so the total number of operations is 112
complex additions. The direct calculation method with 64 separate correlators
requires 512 complex additions, so the fast transform reduces the complexity almost
by a factor of five.

6.5.4 Suboptimal Decoding of Complementary Codes

For any coding technique to be successful, there must exist decoding techniques that
are not too complex and with performance not too far from optimal maximum-
likelihood decoding. For a complementary code for which the number of phases M is
larger than two and the code length is larger than about eight, maximum-likelihood
decoding quickly becomes too complex for practical implementation. Hence, we
want to find suboptimal decoding techniques that are less complex to implement.
One way to decode the phase that is applied to all alternating elements of a comple-
mentary code is to multiply the complex odd samples with the complex conjugate of
the even samples. By summing the results, we obtain a vector that has the desired
phase value. The same procedure can be followed for even and odd pairs, quads, and
so on. The phase that is applied to the entire code has to be found by correcting the
complex samples for all other phases. For the length 8 code with complex samples x,,
the phase equations are given by

Point-4 transform

Samples 1 to 4 ©

Point-4 transform
Samples 5 to 8 o

Figure 6.27 Length 8 4-PSK fast Walsh transform using length 4 transforms.
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¢, =arg{x x, +x,x, +x,x, +x,x,}

P, =arg{x1x; +x2x1 +x5x; +x6x;}

o, =arg{x, x; +x,x, +x,x, +x,x,} (6.18)

—i(pr+ps+ —i(ps+ —i(p,+
x,e i(pates «u)_'_xze i(es </14)+x3e i(e2 m)_l_

P, —arg » » . »
x,e /(w)_l_xSe /(Wz+¢3)+x6e 7(‘“)+x7e /(tpz)+x8

Here, arg{} means the calculation of the phase of a complex vector, and *
denotes the complex conjugate. To convert the phases to bits, we have to make deci-
sions for those constellation points that are closest to the phases found, just as we do
in normal PSK.

There are some alternate ways to estimate the phase of the entire code word. In
(6.18), the estimated phases were used to eliminate the phase rotations caused by all
phases except for ¢,. The same effect can be achieved by multiplying the received
code samples with complex conjugates of y, where y, is the term within the arg{}
expression of ¢, in (6.18):
~ {xly;yéyll + XYy, XYY XY, +}

p, =arg . (6.19)
X5Y,Ys ¥ XeY; x5y, + x4

The disadvantage of this method is a certain noise enhancement due to the dou-
ble and triple products of noisy phasors. A better estimate can be found by using
only those terms that have no more than one phasor multiplication:

o, =arg{x,y, +x,y, +x,7, +x,} (6.20)

Following the same argument, it is also possible to simplify (6.19) by using only
terms with one or zero phase rotations:

®, =al1rg{3c‘te_""’4 +x,e "+ x4+ xs} (6.21)

The advantage of the above-described decoding technique is that it provides
automatic weighting of the subchannels; erroneous channels with low ampli-
tudes will only make a minor contribution to the phase estimates. In AWGN,
the described technique performs 3 dB worse than optimal maximum-likelihood
decoding, which can be argued as follows: The performance of maximum-
likelihood decoding is determined by the minimum Euclidean distance, which
is four times the distance of uncoded 8-PSK for the length 8 complementary
code with 8-PSK. Looking at the decoding structure of (6.18), we can see that
for each phase estimate, four or more vectors are added, which gives a 6-dB SNR
improvement. Each of the added vectors, however, consists of a multiplication of
two separate vectors with independent noise contributions. Hence, the detection
SNR is only improved by 3 dB, as compared with 6 dB for a maximum-likelihood
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decoding technique. Note that the difference in maximum-likelihood decoding
decreases in the case of frequency-selective channels. In the extreme case where
four out of eight subchannels are completely lost, both will have the same symbol-
error probability.

Except for the soft-decision technique described earlier, it is also possible to
do hard-decision erasure decoding. In this case, four out of eight subchannels
are erased, based on amplitude measurements obtained during training. Three sub-
channels can be erased arbitrarily; the fourth must be chosen such that all phase esti-
mates in (6.18) have at least one element. Erasure decoding will fail if one of the
unerased subchannels is in error. Thus, in AWGN, the bit-error probability is equal
to that of uncoded 8-PSK, so there is a 6-dB loss compared with that of maximum-
likelihood decoding. Again, this loss is less in the case of frequency-selective
channels.

Figure 6.28 shows BER and PER for a single ATM cell packet versus mean
E,/N,, averaged over a large (10") number of Rayleigh fading channels with an expo-
nentially decaying PDP. The results clearly show that the combination of OFDM
and complementary coding can efficiently exploit the frequency diversity of the
channel for delay spreads of 10 ns or more. In this simulation, the use of 8-PSK
length 8 complementary codes is assumed. Two independent codes together encode
24 bits into 16 OFDM channels. For a symbol duration of 1.2 us, including a guard
time of 400 ns, this gives a data rate of 20 Mbps. These parameters are used in the
OFDM modem of Magic WAND.
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Figure 6.28 (a—d) BER and (e-h) PER versus mean E,/N, for delay spreads of (a) and (e) 50 ns, (b)
and (f) 20 ns, (c) and (g) 10 ns, and (d) and (h) 0.
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6.5.5 Large Code Lengths

For OFDM systems with a large number of SCs, it may not be feasible to generate a
sufficient number of complementary codes with a length equal to the number of
channels. To avoid this problem, the total number of channels can be split into
groups of channels; applying a complementary code to each group of subchannels
increases the coding rate, at the cost of lessened error-correction capability and
reduced PAP ratio. For 32 channels, for instance, 18 bits per symbol could be
encoded using 8-PSK complementary codes. These codes would have a PAP ratio of
3 dB and a distance of 16 channel symbols, so 7 erroneous channels or 15 erased
channels could be corrected. Instead of 32-channel codes, it is also possible to use
four 8-channel codes or some other combination of shorter length codes. The sum
of four 8-channel codes gives a total of 48 bits per symbol and a PAP ratio of 9 dB
(6-dB reduction), while it is possible to correct one error or three erasures per group
of eight channels.

6.6 Symbol Scrambling

Symbol scrambling techniques to reduce the PAP ratio of a transmitted OFDM sig-
nal can be seen as a special type of PAP reduction code. Symbol scrambling does not,
however, try to combine FEC and PAP reduction such as is done by the complemen-
tary codes. The basic idea of symbol scrambling is that for each OFDM symbol, the
input sequence is scrambled by a certain number of scrambling sequences. The out-
put signal with the smallest PAP ratio is transmitted. For uncorrelated scrambling
sequences, the resulting OFDM signals and corresponding PAP ratios will be uncor-
related, so if the PAP ratio for one OFDM symbol has a probability p of exceeding a
certain level without scrambling, the probability is decreased to p* by using k scram-
bling codes. Hence, symbol scrambling does not guarantee a PAP ratio below some
low level; rather, it decreases the probability that high PAP ratios will occur. Scram-
bling techniques were first proposed in [19, 20] under the names selected mapping
and partial transmit sequences. The difference between the two is that the first
applies independent scrambling rotations to all SCs, while the latter only applies
scrambling rotations to groups of SCs.

Figure 6.29 shows OFDM spectra for 64 SCs where the backoff is adjusted to
maintain a —30-dB bandwidth that is twice the —3-dB bandwidth. A perfect linear
power amplifier model is used, which clips the signal when the output power
exceeds the saturation power level. The effect of scrambling has been simulated by
scrambling the IFFT input data for each OFDM symbol with a certain number of
independent complementary sequences and selecting the output symbol that gives
the smallest PAP ratio. We can see from Figure 6.29 that scrambling with 1 and 10
codes gives rather small improvements of 0.25 and 0.75 dB in the required backoff,
respectively, compared with the case without scrambling.

Figure 6.30 shows spectra similar to those presented in Figure 6.29, but for the
stricter requirement of a —50-dB bandwidth that is twice the —3-dB bandwidth. In
this case, scrambling gives more gain in the required backoff of up to 2 dB for 10
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Figure 6.29 OFDM spectra for 64 SCs and p=100 using (a) no scrambling with 5.0-dB backoff,
(b) 1 scrambling code with 4.7-dB backoff, and (c) 10 scrambling codes with 4.25-dB backoff.
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Figure 6.30 OFDM spectra for (a) no scrambling with 8.5-dB backoff, (b) 1 scrambling code with
7.2-dB backoff, and (c) 10 scrambling codes with 6.5-dB backoff.
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scrambling codes. This is caused by the fact that with scrambling, the probability of
exceeding a PAP ratio of 7 dB is much less than the probability of exceeding 4 dB
(whose probability is close to one). As a result of this, for a backoff value of 4 or 5
dB, the amount of clipping interference is not much different from that without
scrambling.

Figures 6.29 and 6.30 assume a perfectly linear power amplifier. In reality,
however, the amplifier has a certain nonlinear TF. Figure 6.31 shows simu-
lated spectra using Rapp’s power amplifier model with nonlinearity parameter
p=2, which closely resembles practical RF power amplifiers. We can see that the
amplifier model changes the shape of the spectrum, but the relative gain of scram-
bling does not change significantly. Because for wireless systems the —30-dB band-
width requirement of Figures 6.29 and 6.31 is more realistic than the -50-dB
requirement of Figure 6.30, we can conclude that the benefits of scrambling are
rather limited.

10
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Figure 6.31 OFDM spectra for 64 SCs and Rapp’s amplifier model with p=2 using (a) no scram-
bling with 5.8-dB backoff, (b) 1 scrambling code with 5.3-dB backoff, and (c) 10 scrambling codes
with 5.2-dB backoff.
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A Novel Hybrid OFDM Concept

7.1 Introduction

This chapter proposes a novel hybrid OFDM/CDMA/SFH scheme [1-7]. Section
7.2 first presents a survey of existing modulation schemes providing multiple-access
capability. After discussing the advantages and disadvantages of these schemes
along with frequency-time diagrams, it introduces the proposed hybrid OFDM/
CDMA/SFH scheme.

Thereafter, for the sake of continuity and to familiarize the reader with direct-
sequence code division multiple access (DS-CDMA) systems, the IS-95 system is
discussed. The various FH schemes and their advantages and disadvantages are
examined. Finally, the proposed hybrid schemes is reviewed and how it corrects the
disadvantages of the earlier discussed schemes is demonstrated.

Section 7.3 compares the hybrid system to the well-known MC-CDMA system.
It makes a fine distinction proposed by Yee and Linnartz [8] and then traces its evo-
lution to the OFDM-CDMA scheme as proposed by Fazel and Papke [9]. It then dis-
cusses the MC-CDMA system and derives a mathematical expression for its
operation. A similar mathematical expression is derived for the proposed hybrid
system, and they are shown to be mathematically similar. However, in real terms
there is a lot of difference between the two techniques. This section concludes with a
detailed comparison of both the techniques, giving their advantages and disadvan-
tages. Finally, a qualitative comparison is made in terms of the computational
power required for the two systems.

Section 7.4 studies DS-CDMA, DS-slow frequency hopping (SFH), and OFDM-
CDMA-SFH (hybrid) systems analytically. Initially, it compares DS-CDMA and
DS-SFH. In order to make a fair comparison, it uses noncoherent modulation [dif-
ferential phase shift keying (DPSK)] in both cases, followed by a comparison using
coherent modulation (QPSK). Thereafter, it compares DS-CDMA with another
hopping scheme, namely OFDM-CDMA-SFH, based on another coherent modula-
tion, namely 16-QAM. Finally, it carries out Monte Carlo simulations in the
AWGN channel between OFDM, OFDM + CDMA, and OFDM + CDMA + SFH
(hybrid) systems.

Section 7.5 first examines the manner of formulating the channel model. Then it
discusses the approach toward the analytical evaluation of the BER, followed by a
discussion of the simulation model. Finally, the section analyzes simulation results
assuming perfect channel estimation and perfect synchronization.

Section 7.6 presents simulation results based on realistic channel estimation.
Toward this end, it adopts the transform-domain processing (TDP) technique as a
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means to channel estimation. It then defines the OFDM system parameters for both
the QPSK and 16-QAM modulations. Thereafter, simulation results are discussed
based on the OFDM model. Finally, Section 7.7 presents the conclusions drawn.

7.2 Detailed Structure of Various Multiple-Access Schemes

This section discusses the various multiple-access schemes along with frequency-
time diagrams and examines in detail the proposed scheme with its advantages over
existing schemes.

7.2.1 Overview of Various Modulation Schemes

One of the candidates for a large data-rate modulation scheme is OFDM. In such
systems very high data rates are converted to very low parallel-data rates using a
series-to-parallel (S/P) converter. This ensures flat fading for all of the SCs; that is, a
wideband signal becomes a packet of narrowband signals. This will automatically
combat multipath effects, removing the need for equalizers and RAKE receivers. A
variant of this approach was earlier introduced as MC-CDMA. This proposal envis-
ages interfacing a DS-CDMA system with a system of orthogonal coding using
Walsh coding [8-11]. We briefly examine the advantages and disadvantages of the
prevailing systems before proceeding to examine the new proposal. It is pointed out
that the advantages and disadvantages listed are not comprehensive, but only those
relevant to this topic.

Figure 7.1(a) shows the frequency-time diagrams of the four types of access
schemes. In Figure 7.1(a), the CDMA and CDMA-SFH diagrams are self-explanatory.
The MC-CDMA and OFDM-CDMA, however, require some explanation.

* MC-CDMA: Suppose there is an 8-bit data “word.” This word is then fed to a
S/P converter. After this, each parallel bit is subjected to an 8-bit Walsh
spreading using the code for that particular user in the FD. After this step, the
signal is BPSK modulated on SCs F/T, apart, where F is an integer number. If
F = 1, we have a system similar to OFDM (but we achieve this without an
OFDM modulator). These eight rows of the spread signal are then summed
and transmitted.

* OFDM-CDMA: This technique is an improvement over the MC-CDMA
approach. In this case, it is similar to MC-CDMA until the eight-bit Walsh
spreading. After this, the spread signal is not summed, but subjected to
an 8-point OFDM modulation. This means that we need to transmit 8
OFDM symbols before we are in a position to say that the eight-bit
CDMA “word” has been completely transmitted. Alternately, if we use eight
parallel IFFT boards, we can P/S convert the OFDM symbols and then trans-
mit at the same time. In such a case, the frequency-time diagrams of
MC-CDMA and OFDM-CDMA will be identical. However, this will be hard-
ware intensive. In the receiver, an FFT is carried out, followed by RAKE com-
biners for summing.
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Figure 7.1 (a) Frequency-time diagrams, and (b) the OFDM-CDMA-SFH (hybrid) approach.

Table 7.1 shows that each multiple-access approach has its advantages and dis-
advantages. Note especially that one of the methods of implementing an
MC-CDMA system is to adopt the OFDM/CDMA approach. This is still a complex
procedure because it involves spreading each bit in a parallel manner using Walsh
coding. There is an urgent need to develop a system that does the same thing, but in
an easily achievable manner. This chapter pertains to such a system. This topic pro-
poses a comprehensive approach maximizing the merits and minimizing the demer-
its of the individual schemes. This technique was first proposed during the 1999
ACTS summit [1]. In view of the novelty of the idea, as compared to MC-CDMA,
this approach has been called, the hybrid OFDM/CDMA/SFH approach, or the
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Table 7.1 Types of Multicarrier Access Schemes
Type Advantages Disadvantages References
DS-CDMA 1. Ability to address multiple users 1. Problems due to near-far effect. [1, 10, 12]
simultaneously and at same fre- 2. Complex TD RAKE receivers.
quency 3. More difficult synchronization within
2. Interference rejection a fraction of chip time
SFD-CDMA 1. Reduced near-far effect 1. Difficult coherent demodulation due to  [1, 10, 12]
2. Easier synchronization withina  phase relationship during hops
fraction of hop time
3. No need for contiguous band-
widths
MS-CDMA 1. Higher number of users as the 1. Peak-to-average ratio problems [8,9,10]
full bandwidth is utilized unlike in 2 Synchronization problems
DS'CDMA o 3. Overcrowding of the spectrum as each
2. Effectlve comb%natlon of all Qf bit is spread across the available band-
the signal energy in the FD, unlike  idth based on Walsh coding
CDMA 4. Complex FD RAKE receivers
OFDM-MA 1. Robust against multipath effects 1. Sensitivity to frequency offset and [13]

2. Robust against narrowband
interference

3. Capable of single-frequency

phase noise
2. Synchronization problems
3. Large PAP ratios

operation

hybrid approach for short. It has essentially been developed for the 60-GHz fre-
quency, but is equally applicable at any other frequency provided the necessary
bandwidth is available.

Before proceeding further, we shall briefly discuss the frequency-timing diagram
of this new proposal.

OFDM-CDMA-SFH (Hybrid)  This is a new approach. In this case, suppose we
have an eight-bit CDMA signal (“word”). We feed this word to a S/P converter.
After this step comes a crucial difference. We do not carry out any Walsh spreading,
but we straightaway carry out an 8-point IFFT (OFDM modulation). This means
that one OFDM symbol equals the entire 8-bit CDMA word that we need to trans-
mit. Hence, our information rate is eight times faster than in the previous two proce-
dures. At the receiver, we carry out an FFT, but with another crucial difference:
There is no need in our case to use RAKE combiners because we are not carrying out
Walsh spreading in the FD in the interests of frequency diversity. On the contrary,
we will accept the risk that some SCs will be in deep fade and correct for this eventu-
ality using FEC coding (COFDM) or interleaving. This is different from the
OFDM-CDMA approach discussed earlier, wherein RAKE combiners are used after
OFDM demodulation in order to take advantage of the entire frequency spread of
that particular bit. In reality, if we use an N-point OFDM system, we will need to use
an N-finger RAKE combiner. This is extremely costly and, hence, a compromise is
achieved by using fewer of fingers, for example, a 7-finger combiner. This means
that we do not take advantage of the entire frequency spread anyway. In a way, this
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is a waste of resources. Therefore, after FFT we carry out a P/S conversion and then
despread the CDMA signal. For user separation, we can use Walsh spreading in the
transmitter, but this is done before the S/P converter in the transmitter, that is, in the
TD. In the receiver we despread the Walsh signal after the P/S converter. This will
ensure user separation. Other spin-offs from this technique are discussed in this
chapter. Finally, in the frequency-time diagram, we have shown slow FH of the
entire symbol. The hopping techniques are discussed further in this chapter.

This proposal pertains to the downlink as well as to the uplink, the only differ-
ence being that for the synchronous downlink we can apply orthogonal Walsh-
Hadamard sequences leading to the well-known user separation for MC-CDMA
systems. On the other hand, in the asynchronous uplink scenario, pseudonoise
sequences are used with the drawback of high multiple-access interference (MAI).

7.2.2 DS-CDMA

Figure 7.2 shows a typical DS-CDMA system [12]. This is the IS-95 system. We
shall briefly discuss the DS-CDMA schematic. The schematic pertains to the for-
ward CDMA channel. The forward CDMA channel consists of 1 pilot channel, 1
synchronization channel, up to 7 paging channels, and up to 63 forward-traffic
channels. The pilot channel allows a mobile station to acquire timing for the for-
ward CDMA channel, provides a phase reference for coherent demodulation, and
provides each mobile with a means for signal strength comparisons between base
stations for determining when to handoff. The synchronization channel broadcasts
synchronization messages to the mobile stations and operates at 1,200 bps. The
paging channel is used to send control information and paging messages from the
base station to the mobiles and operates at 9,600, 4,800, and 2,400 bps. The for-
ward traffic channel supports variable user data rates at 9,600, 4,800, 2,400, or
1,200 bps. Data on the forward-traffic channel is grouped into 20-ms frames. The

Walsh code
64 x 64
Power
Data . control
User data | Convolutional Block 19.2 scrambling  bit —»>
from base [ encoder and |__o | interleaver| Kbps - X
station repetition 20 ms s —>
r=1/2Kk=9 24 x 16 1.2288
Symbol  Mcps
9,600 bps over
4,800 bps
%388 gp: Long code 4 (4 bits for power control)
! P for nth user Long code every 1.25 ms
P generator [P Decimator Decimator 800 Hz
1.2288
Mcps

Figure 7.2 DS-CDMA schematic.
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user data is first convolution coded and then formatted and interleaved to adjust for
the actual user data rate, which may vary. Then the signal is spread with a Walsh
code (which constitutes the inner code) and a long PN sequence at a rate of 1.2288
Mcps. The user data from the base station is input from a speech encoder. The
speech encoder exploits pauses and gaps in speech and reduces its output from 9,600
bps to 1,200 bps during silent periods. In order to keep a constant baseband symbol
rate of 19.2 Kbps, whenever the user rate is less than 9,600 bps, each symbol from
the convolution encoder is repeated before block interleaving. The repetition rate is
proportional to the input information rate. The convolution encoder is a half-rate
encoder with a constraint length of nine.

After convolution coding and repetition, symbols are sent to a 20-ms block
interleaver, which is a 24 X 16 array. In the forward channel, direct sequence is used
for data scrambling. The long PN sequence is uniquely assigned to each user and is a
function of the mobile station’s electronic serial number (ESN) and its mobile sta-
tion identification number (MIN). The PN sequence is generated at a rate of 1.2288
Mbps and is decimated to 19.2 Kbps. The data scrambling is then performed by
modulo-2 addition of the interleaver output with the decimator output symbol. This
is then multiplexed with four bits for power control and given an orthogonal cover-
ing using Walsh code. The Walsh code constitutes the inner coding. This is necessary
because the PN sequence is in practice not enough to ensure channel isolation. The
Walsh function matrix is a 64 X 64 matrix. Each row in this matrix corresponds to a
channel number. For a channel number 7, the symbols in the transmitter are spread
by the 64 Walsh chips in the nth row of the Walsh function matrix. Channel 0 is the
pilot channel, and channel 32 is the synchronization channel. The paging channels
are assigned the lowest code channel numbers. The remaining channels are for for-
ward traffic.

The reverse coding channel is similar, except that the Walsh function is used for
data modulation instead of spreading to denote a particular channel. Also, in the
reverse channel, there is no repetition unit as the mobile does not transmit during the
repetition interval to avoid disturbing the other mobiles in the area.

The final output of the forward channel is bits emerging at 1.2288 Mbps. Nor-
mally, in DS-CDMA systems this is then transmitted. In our case, these bits are
directly fed to the OFDM unit, which treats this as a binary data stream.

Having interfaced CDMA unit with OFDM, we shall now examine how to
achieve slow FH for this system. The hopping is carried out in the RF upconverter,
and dehopping is conducted in the RF downconverter.

7.2.3 SFH Interface

Slow FH is initiated in the RF upconverter. The principle is shown in Figure 7.3. The
output from the D/A converter is fed to a mixer as shown in Figure 7.3. Our hopping
rate is At ms, where At is the length of the transmission block as discussed below.
This means that every At ms, we switch to a new frequency. If we assume a band-
width of 100 MHz, we switch to another center frequency that is 100 MHz away.
The hop set can be any number and is limited only by the extent of the available
bandwidth. The RF downconverter is shown in Figure 7.4.
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Figure 7.4 RF downconverter.

If the frequency pattern in the receiver synthesizer is synchronized with the fre-
quency pattern of the received signal, then the mixer output is a dehopped signal at a
fixed-difference frequency. Before demodulation, the dehopped signal is applied to
a conventional RF receiver, that is, an RF amplifier, mixer, and so forth. In FH,
whenever an undesired signal occupies a particular hopping channel, the noise and
interference in that channel are translated in frequency so that they enter the
demodulator. Thus, it is possible to have collisions in an FH system where an unde-
sired user transmits in the same channel at the same time as the desired user. Nor-
mally, the type of modulation used in FH is noncoherent FSK as is usually done in
DS-CDMA-SFH systems and the possible instantaneous frequencies change with
each hop. In DS-CDMA-SFH systems, the 1.2288-MHz bit rate is frequency
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hopped at bit level (i.e., 1 hop/bit). Hence, coherent modulation techniques become
difficult, and noncoherent FSK is preferred. In some instances, authors have gone to
extremely slow hopping rates in order to achieve coherent modulation and demodu-
lation. In our case, however, the FH is done on a frame-by-frame basis; that is,
within a frame we can use coherent techniques like M-quadrature amplitude modu-
lation (QAM) and the like. Hence, this is a superior approach as becomes readily
apparent in the section on simulations (see Section 7.4). In this sense, our FH phi-
losophy is essentially an SFH-TDMA approach wherein we have an 7 - TDMA sys-
tem, where 7 is the number of available bandwidths for FH. The schematic is shown
in Figure 7.5(a).

The shaded portion in Figure 7.5(a) represents the entire available bandwidth
for an OFDM channel, for example, 100 MHz (Af = 100 MHz). Within this band-
width there are SCs. The sum of the SC bandwidths equals 100 MHz. The maximum
bandspread is an integer multiple of 100 MHz, say, 4 X 100 = 400 MHz. This means

Af —®  Maximum channel bandwidth
Frequency At —» Maximum transmission delay

(Afx m) —p Number of hops
Maximum bandspread

|i—a—

Af [
T, \»

\

~T \
N—, '

Maximum bandspread

» Time

Maximum transmission delay

(a)

Each block some subcarriers wide and
some symbols long

Frequenc
"1 ~_

A I

\ N
Y

Maximum allowed delay

(b)

Total number of subcarriers
]
<«

» Time

Figure 7.5 (a) FH across bandwidths, and (b) FH within a bandwidth.
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that we can carry out four hops per user. The maximum transmission delay is
the time allowed for the radio link (e.g., 20 ms). The At# is the length depending
upon the number of symbols being transmitted in one hop. As the next chapter will
show, we have determined that 20 hops might be sufficient, but it is better to have
more. Figure 7.5(a) demonstrates that in order to apply this scheme, we require very
large bandwidths that are integer multiples of the basic signal bandwidth. This
kind of bandwidth availability is presently difficult to ensure, unless we operate at
60 GHz.

An alternate, but more complex, approach is to keep the overall bandwidth
constant, say at 100 MHz, and to hop within this bandwidth in a random manner.
The choice of transmission block sizes in such a case becomes critical. A large block
means more pilot signals for channel estimation, but it can also compromise the
independence of the blocks. By independence, we mean the distance in time and the
distance in frequency between two blocks, which should be much more than the
coherence time and the coherence bandwidth, respectively, of the channel. If the
block is too large, this distance can be compromised, and the number of independ-
ent blocks available for interleaving is lessened. This compromises channel diver-
sity. For a fixed code, the system diversity depends upon both the number of
independent blocks used for interleaving and the size of each block. This is a func-
tion of the data rate, the number of users we can handle at a time, and the maximum
transmission delay. Hence, this is a trade-off. The reader is advised to refer to the
study conducted by Telia Research on this subject as part of their UMTS proposal
[14-16]. Figure 7.5(b) explains their approach.

Therefore, each CDMA user will be subjected to 7 frequency hops for frequency
diversity and interference diversity (which lowers the required SNR and increases
capacity). The frequency hop rate of an FHSS system is determined by the frequency
agility of the receiver synthesizers, the type of information being transmitted, the
amount of redundancy used to code against collisions, and the distance to the near-
est potential interfering user. The near-far problem is, however, not totally avoided
in FH systems because there will be some interference caused by stronger signals
bleeding into weaker signals due to realistic filtering of adjacent channels. To com-
bat occasional hits, error-correcting coding is required on all transmissions. By
applying strong Reed-Solomon or other burst error-correcting codes, performance
can be increased dramatically, even with occasional collisions.

7.2.4 OFDM/CDMA/SFH System Description

Figure 7.6 shows the overall concept discussed so far.

Brief Description  Figure 7.6 shows that the transmitter and receiver are each
divided into three subsections:

Data modulation (demodulation) section;
DS-CDMA section;
SFH section.
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The binary input data enters the data modulation section, where it is encoded by
an FEC code. We can also use concatenated coding comprising a convolutional cod-
ing as an inner code, followed by an outer coding as a block code (e.g., a Reed-
Solomon code) [13]. This makes for a large coding gain with less implementation
complexity as compared to a single code. This coding is followed by interleaving to
randomize the occurrence of bit errors due to deep fades across certain SCs. This is
followed by QAM mapping. Thereafter, the data enters the DS-CDMA section,
where the data is subjected to scrambling based on PN sequences. This aspect is
similar to the implementation in Figure 7.2 for the IS-95 system. Thereafter, Walsh
coding is used to provide orthogonal covering because PN sequences by themselves
are insufficient to ensure user separation. The Walsh function matrix will be a N x
N matrix where N is the number of OFDM points. We then obtain what we can call
a DS-CDMA signal. We insert pilot symbols after this step. In doing so, we must
take care regarding the size of the Walsh matrix. For example, if our OFDM system
has 32 points, we can have at the most a 24-length Walsh sequence. This leaves eight
SCs for pilots, assuming that we utilize all of the SCs. In practice, this is not possible
because we need to leave the edge SCs unutilized. This problem is explained as fol-
lows. We need to allow for the skirt of the lowpass antialiasing filter in the receiver.
SCs that lie beyond the bandwidth of interest should contain zero information
because these SCs will lie along the slope of the lowpass filter. If they contain infor-
mation then their amplitudes will not be uniform since they lie along the slope.
Recall that the fundamental assumption for orthogonality between SCs is that they
have constant amplitude and differ only in phase. Hence, if any SC of interest lies
along the slope of the lowpass filter, we will have ICI. Therefore, we need to allow a
safety zone, as it were, around each frame by inserting zeros into SCs around the
edges of the OFDM symbol. During this process, we must ensure that all of the SCs
of interest lie within the passband of the lowpass filter. Furthermore, the communi-
cation spectrum is crowded. This means that no extraneous signals should exist
beyond the passband of the filter (i.e., along the slope). The zeros ensure this. The
data sequence is then given to the OFDM section. This section is self-explanatory.
One point to be noted here is that each user in the DS-CDMA section will share the
entire lot of SCs with other users. Discriminating between users will only be possible
in the DS-CDMA section of the receiver after descrambling and will be based on the
orthogonality of the PN sequences and the Walsh coding. The analog signal coming
from the DAC is then frequency-hopped in the SFH section, before being fed to the
RF transmitter. The hop set for each user usually bears a definite relationship to the
PN sequence of a particular user. During this process, ensure the following:

* That the frequency synthesizer of the hopper and the carrier beat frequency
oscillator of the RF transmitter are phase locked;

* That the frequency synthesizer of the dehopper and the beat frequency oscilla-
tor of the receiver (whose operating frequency is controlled by the synchroni-
zation circuit) are also phase locked.

Failure to ensure these two aspects will result in ICI.
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The hybrid receiver uses exactly the reverse operation. The dehopped signal is
given to the ADC and, thereafter, the digital-signal processing starts with a training
phase to determine the symbol timing and frequency offset. An FFT is used to
demodulate all of the SCs. The output of the OFDM section is the DS-CDMA
sequence, which is then descrambled. The output of the DS-CDMA section is the
QAM sequence, which is mapped onto binary values and decoded to produce binary
output data. In order to map the QAM values onto binary values successfully, first
the reference phases and amplitudes of all SCs have to be acquired. Alternatively,
differential techniques can be applied.

However, a few salient points should be noted:

1. Bandwidth and other considerations: In this chapter, we are assuming both
Rayleigh and Rician fading conditions and AWGN. We are also assuming
perfect OFDM synchronization with no carrier offset. Multimedia require-
ments of high bit rates, typically 155 Mbps, require wide bandwidths of
around 100 MHz or higher. The CDMA system in Figure 7.2 pertains to a
voice channel with a bandspread factor of 128 for a data rate that is at most
9,600 bps. This is necessary due to adverse transmission conditions and to
there being a lot of users at that frequency (around 850 MHz). In our case,
however, we intend to operate at around 60 GHz, where larger bandwidths
are available. This entails Rician fading conditions and LOS transmissions,
conditions that are not so severe. Therefore, a bandspread factor of 128 is
unnecessary. More likely, a bandspread factor of 10 or less will prove suffi-
cient. This, however, has to be verified by extensive simulations. If we as-
sume a bandspread factor of 10, then we require a bandwidth of at most 1
GHz for a 100-Mbps data rate. In such a case the proposal shown in Figure
7.5(b) is a better approach. If the bandspread factor is much less than 10, we
can adopt the approach in Figure 7.5(a), which is easier to implement.

The basic motivation for the scheme in Figure 7.6 is not so much having
a robust design, as having a design that can incorporate a lot of users. There
is no need for such a robust design at such frequencies. However, Section 7.4
will show that this approach also yields low BERs suitable for the transmis-
sion of high data rates.

We can expect a steep rise in the number of users when high data rates
become realizable, especially with regard to videotelephones. The CDMA as-
pect (code diversity) really gives rise to a lot of users because FH has been in-
troduced to obtain frequency diversity to reduce the near-far problem. This
limits the number of users in order to avoid collisions. The CDMA aspect
makes up for this limitation by introducing a larger number of users due to
code diversity. Interleaving and error-correction coding may be dispensed
with if the need so arises, that is, if the channel is not severe. In case the chan-
nel does pose problems in the foreseeable future, we can increase the spread
factor of the CDMA transmission (increase the bandwidth) or introduce FEC
and interleaving. The OFDM aspect is required because it eliminates the
need for RAKE receivers (as compared to pure DS-CDMA systems because
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there are no multipath delay effects) and allows us to use coherent modula-
tion even when frequency hopping (because we will now hop on an OFDM
symbol basis), unlike in most SFH systems wherein maintaining phase conti-
nuity during hopping is difficult. It also helps reduce the burden of synchro-
nization related to CDMA systems (see list item 5, synchronization). In
this connection, MC-CDMA also uses OFDM techniques, but with RAKE
receivers (in the FD, due to Walsh spreading). In our style of signal process-
ing, we do not use RAKE receivers. This crucial change from the
MC-CDMA design results in a massive saving of hardware. We will ac-
cept the risk that some SCs will be in deep fade and correct for this eventual-
ity using FEC coding (COFDM) or interleaving. This is different from
the OFDM-CDMA approach discussed earlier, wherein RAKE com-
biners are used after OFDM demodulation in order to take advantage of
the entire frequency spread of that particular bit. In reality, if we use an
N-point OFDM system, we will need to use an N-finger RAKE combiner.
This is extremely costly; hence, a compromise is achieved by using fewer fin-
gers (e.g., a 7-finger combiner). This means that we do not take advantage of
the entire frequency spread anyway. In a way, this is a waste of resources.
Taking such matters into consideration, the hybrid system does not spread
each bit in the FD and does not, therefore, use RAKE combiners. Therefore,
we call this approach the hybrid OFDM/CDMA/SFH approach and not
MC-CDMA.

2. Coding: In the CDMA transmitter (as in an IS-95 system), there are two lev-
els of coding: convolution encoding (for error correction) or concatenated
coding and Walsh encoding (this is a spreading code, not an error-correction
code). The latter is an orthogonal coverage because PN sequences by them-
selves are insufficient to ensure channel isolation. The Walsh coding ensures
orthogonality between users. The convolutional encoding ensures robust-
ness of data.

3. Modulation: Unlike in a pure DS-CDMA system, in our case, the CDMA se-
quence after Walsh coding does not get converted to RF, but instead is fed as
an input to the OFDM transmitter. In the OFDM transmitter it gets modu-
lated as an OFDM signal, then via a P/S converter gets converted to RF.

4. CDMA receiver: Similarly, the OFDM receiver gives the CDMA receiver a
sequence at chip rate after OFDM demodulation. Thereafter, CDMA signal
processing is carried out in that there is a digital correlator that ensures
channel isolation based on PN sequences and Walsh coding. The output of
the correlator is then given to a Viterbi decoder (for convolution decoding).
The output from this decoder is the required data sequence. RAKE receivers
are not required in this case, unlike in DS-CDMA systems, because the
OFDM system has no deleterious effects due to multipath.

5. Synchronization: Stringency of synchronization is, however, still required as
the PN sequences need to be synchronized. However, in such a hybrid sys-
tem, the burden of synchronization is transferred to the OFDM system.
The OFDM synchronization system is more sophisticated than CDMA
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synchronization systems as the OFDM system utilizes the cyclic prefixes for
synchronization. Hence, the PN sequences emerging from the OFDM system
and going to the CDMA system are already better synchronized than in a
pure CDMA system. The reader will recall that synchronization is one of the
limiting factors in CDMA systems for high data rates. It is expected that in
our system, such problems will be considerably reduced, especially in the
uplink because the mobile receivers, thanks to OFDM, will be better syn-
chronized to the transmitter. This will reduce MAI as compared to a pure
DS-CDMA system.

. Bit-error probabilities: The proposed system is essentially a CDMA/ OFDM-

FH system because the transmission and reception are carried out by the
OFDM-FH system. The CDMA aspect generates the data stream, but in a
more complicated way. In Section 7.5, we compare the simulation results in
AWGN between OFDM, OFDM/CDMA (MC-CDMA) and the hybrid sys-
tem (OFDM/CDMA/SFH).

. Trade-off between OFDM and CDMA: The OFDM-FH system by itself

does not solve the multimedia requirement because multimedia requires very
high bit rates, typically 155 Mbps. This requires large bandwidths of typi-
cally 100 MHz. By using FH among users to reduce the near-far effect
suffered by CDMA systems, our number of users comes down drastically,
as it is limited by the bandwidth available. By adding CDMA, we have
rectified this problem by enhancing the number of users because CDMA sup-
ports additional users (being limited only by MAI) working at the same fre-
quency. Hence, there is a trade-off, which we clarify using an example.
Suppose in a hybrid system the CDMA end cannot handle more than 20 us-
ers due to MAI These 20 users share one hop set. Therefore, among these us-
ers there will be adverse performance due to near-far effect. If we find that
this near-far effect is intolerable, we reduce the number of users to, say, 10
and make the remaining 10 share another hop set. Due to bandwidth con-
straints, suppose we can utilize only two hop sets. Then, we once again have
a total of only 20 users for this hybrid system. But on the other hand, if the
near-far effect is not too serious for 20 users, we can assign the other hop set
to another 20 users for 40 users in all. This trade-off between control of
near-far effect and number of users depends upon channel conditions. The
hybrid system gives us this flexibility. Hence, there is eventually a trade-off
between our desire to control the near-far effect and the number of users we
desire.

. CDMA signal processing: It will be argued that the present data rate of

1.2288 Mbps in IS-95 systems is woefully inadequate for multimedia
applications. This is acknowledged. However, bear in mind that if we want a
large number of users, we need to use CDMA techniques. Hence, efforts
must be made to increase data rates using better phase locked loops (PLLs)
for synchronization and high-speed digital electronics. In this proposed
hybrid concept, the entire CDMA signal processing is carried out in the
digital domain both for the transmitter as well as for the receiver.
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7.2.5 Summary

This section has dealt with the problem of multimedia communications, stressing
the need for high bit rates in the frequency spectrum of 60 GHz, especially as
regards videotelephones. We made the following observations:

1. The MC-CDMA system, whether it is implemented as an OFDM/CDMA
system or in any other manner, is extremely complex as it involves spreading
each bit across the available bandwidth. Our approach, on the other hand,
spreads the entire word before the S/P converter, thereby avoiding the com-
plication of single-bit spreading as is done in MC-CDMA systems. This
means that we spread in the TD, whereas MC-CDMA systems spread in the
FD to achieve the same final result. The MC-CDMA system, moreover, can-
not cater to SFH to reduce near-far effect because in such a case the system
will become even more complex. In our approach, on the other hand, this
can easily be done. Hence, we choose to call our approach the hybrid
OFDM/CDMA/SFH approach, or the hybrid approach for short. This ap-
proach has not been suggested before, and it was first presented at the 1999
ACTS summit.

2. The advantage of the hybrid approach lies in its easy implementation as
compared to MC-CDMA because the hardware is less complex. This aspect
will be further examined in Section 7.3.

3. The problems of synchronization are transferred from the CDMA to
the OFDM modulator. We expect that it will be easier to solve the synchro-
nization of the OFDM modulator as compared to a CDMA modulator be-
cause the former uses cyclic prefixes that can be exploited to achieve
synchronization.

This proposal pertains to the downlink as well as to the uplink, the
only difference being that for the synchronous downlink we can apply or-
thogonal Walsh-Hadamard sequences, leading to the well-known user sepa-
ration for MC-CDMA systems. On the other hand, in the asynchronous
uplink scenario, pseudonoise sequences are used with the drawback of

high MAL

Table 7.2 summarizes the overall system aspects.

7.3 Comparison to MC-CDMA

In this section, a comparison is made between the hybrid approach and the
MC-CDMA system as proposed by Yee and Linnartz [8] and Fazel and Papke [9]. It
shows that the proposed system is simpler to implement and, without SFH, per-
forms similarly to MC-CDMA systems. It shows that the hybrid system has greater
flexibility in terms of the size of the OFDM modulators and number of users and
lends itself easily to FH with much higher data rates as compared to MC-CDMA
systems.
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Table 7.2 Hybrid System Overall Aspects

Problem

Solution

OFDM system only supports one user.

CDMA does not permit very high data rates owing
to frequency-selective fading at high data rates.

CDMA system suffers from the near-far effect in the
uplink.

CDMA systems use DS-SFH to control the near-far
effect, but DS-SFH mostly supports noncoherent
modulation owing to hopping at bit level. Coherent
modulation is possible, but maintaining phase
coherence between hops is difficult.

CDMA systems cannot indefinitely support
multiple users due to MAI and signal-to-
interference (SI) problems due to too many users.

CDMA poses synchronization problems at very
high chip rates.

We use OFDM/CDMA, which supports multiple

users.

OFDM counters this with S/P conversion, allowing
flat fading at SC level.

This is solved in the hybrid system using SFH.

OFDM-FH systems hop on a frame basis, allowing
coherent modulation.

The hybrid system allows any number of users by
increasing the number of hops. Hence, number of
users = number per CDMA system number of
hops. Bandwidth should, however, be available.

OFDM systems have fewer synchronization prob-
lems due to using cyclic prefixes.

7.3.1 Background

MC-CDMA was first proposed by Linnartz and Fettweis [17] in PIMRC *93. Their
proposal as envisaged in [17] involved transmitting each data symbol over N nar-
rowband SCs, where each SC is encoded with a 0 or & phase offset. If the number of
and spacing between SCs is appropriately chosen, it is unlikely that all of the SCs will
be in deep fade; consequently, frequency diversity is achieved. As an MC-CDMA
signal is composed of N narrowband SC signals, each with a symbol duration T,
much larger than the delay spread T,, an MC-CDMA signal will not experience sig-
nificant ISI. Multiple access is achieved with different users transmitting at the same
set of SCs, but with spreading codes that are orthogonal to the codes of other users.
A paper by Fazel and Papke [9] on OFDM/CDMA improves considerably on the
MC-CDMA proposal, although in mathematical terms it is similar to MC-CDMA,
but more elegant to implement. From this point forward, when we say MC-CDMA,
we mean OFDM-CDMA. This is different from OFDM-CDMA (hybrid), which is

the new proposal, discussed in the previous section.

7.3.2 Basic Principles of MC-CDMA

This portion is based on the work done by Hara and Prasad [18-21]. An
MC-CDMA transmitter spreads the original signal using a given spreading code in
the FD. In other words, a fraction of the symbol corresponding to a chip of the
spreading code is transmitted through a different SC. For MC transmission, it is
essential to have frequency-nonselective fading over each SC. Therefore, if the origi-
nal symbol rate is high enough to become subject to frequency-selective fading, the
signal needs to be first S/P converted before spreading over the FD. The basic trans-
mitter structure of the MC-CDMA scheme is similar to that of the OFDM scheme,
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the main difference being that the MC-CDMA scheme transmits the same symbol in

parallel through a lot of SCs, while the OFDM scheme transmits different symbols.
Figure 7.7 shows the MC-CDMA transmitter for the jth user with coherent

detection binary phase shift keying (CBPSK) format. The input information

sequence is first converted into P parallel-data sequences. (a,(i), a,,(i),..., 4, . ,()) and

then each S/P converter output is multiplied by the spreading code with length K.
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Figure 7.7 MC-CDMA system: (a) transmitter, (b) power spectrum of its transmitted signal, and
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All the data in total N = P X K,,. (corresponding to the total number of SCs) is
modulated in baseband by the IFFT and converted back into serial data. The GI A is
inserted between symbols to avoid ISI caused by multipath fading, and finally, the
signal is transmitted after RF upconversion. The complex equivalent lowpass trans-
mitted signal is written as

+o00 P=1 Ky -1

she@®= 2> Xy, (d, (m) (7.1)

i=—oop=0 m=0

b (t —iT )e/'Zn(Pm+p)Af’(t—iT5’)
N s

T =PT (7.2)

Af =1/(T. = A) (7.3)
where {d(0), d(1),...,d(K,,~1)} is the spreading code with length K, T, is the sym-
bol duration at SC, Af' is the minimum SC separation, and p (¢) is the rectangular
symbol pulse waveform defined as

-A<t<T. —-A
ps(t)={]’( P=Ti —4) (7.4

0, otherwise

The bandwidth of the transmitted signal spectrum is written as [see Figure

7.7(b)]

By.=(P K, =)/ (T. —A)+2/T.
~K,./T./(1-A/P) (7.5)
=(1+ﬁ)KMC /Ts

B=A/P,(0<B<10) (7.6)

where f is the bandwidth expansion factor associated with the GI insertion.

Note that in (7.1) no spreading operation is done in the TD. Equation (7.2)
shows that the symbol duration at SC level is P times as long as the original symbol
duration due to S/P conversion. Although the minimum SC separation is given by
(7.3), the SC separation for a,(i) is Af = P/(T'-A). Therefore, when setting K, to
one, the transmitted waveform given by (7.1) becomes the same as an OFDM wave-
form with P SCs.

On the other hand, the received signal is written as

J 4w
e (t) = Ef she(t —=7) @ b (738 )dr +n(2)
=1 = (7.7)

4o P—1Kyc—1 J

= 2 zz;,p(t)am (1)d ,(m)- p.(t—iT, )eizn(Pm+”)Af" +n(t)

i=—wp=0 m=0 j=1
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where z ,’n ,(2) s the received complex envelope at the (2P + p)-th SC of the jth user.

The MC-CDMA receiver requires coherent detection to perform a successful
despreading operation. This complicates matters in an already complicated sche-
matic. Figure 7.7(c) shows the MC-CDMA receiver for the j th user. After down-
conversion, the mth SC component (m = 0,1, ..., K,,. — 1) corresponding to the
received data a, (i) is first coherently detected with FFT and then multiplied with the
gain G, (m) to combine the energy of the received signal scattered in the FD. The
decision variable is the sum of the weighted baseband components given by (we can
omit the subscription p without loss of generality)

D} (t=iT.)= )G, (m)y(m) (7.8)
] .
Wm)= > 2] (T)a,d ,(m)+n,, (iT.) (7.9)

where y(m) and n, (iT.') are the complex baseband component of the received signal
after downconversion and the complex additive Gaussian noise at the mth SC at ¢ =
iT!, respectively. The system adopts different combining strategies to recover the
signal. These are discussed in the references.

7.3.3 The Hybrid System

We now examine the equations pertaining to the hybrid system without SFH. From
now on, we shall call this OFDM-CDMA (hybrid).

The transmitted signal of the ith user [22] is written as

e vaee 08 @)et () pft —(m— DT —uT'}]

Sisp(t) =u_2_w;,;Rei: exp{jZﬂ(fo +nAf, )t} J (7.10)

where

b’ (u)(=1 £ j, -1 % j) is the uth input data at the nth carrier of ith user after S/P

n

conversion.

¢! (u) is the mth chip of the spreading code for the ith user.

T' (= PT) is the symbol duration, and T' (=T'/N,,,) is the chip duration after S/P
conversion respectively.

f, is the lowest carrier frequency, and Af, (=1/T ') is the carrier separation.

p.=1(0=<t <T'), p. = 0 (otherwise).

In this system, the symbol period of T becomes P times as long as T. of the
single-carrier case, and the influence of multipath fading is released.
From (7.10), the transmitted signal of the ith user at # = 0 is represented as
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N PG

)= Y Re[b,c,p. (e ] (7.11)

n=1 m=1

where
p.t)=p At =(m=DTLf, =f, +nbf,,

and 7 is not marked for simplicity. If the channel is considered unchanging for one
symbol duration, the channel IR is expressed with the delta function d(¢) as

W)= D ho(t —1,) (7.12)
=1

where b, and 7, are the amplitude and delay time of the /th path, respectively. The
received signal is given by

r(t) = (s ® h)(t) + Refn(t)e ]

22 ZRe[bncmpc (t)efz’rf”t] +Re[n(t)e/2”fF/2t] (7.13)

n=0 m=1

=1
=1

N

~
[~

G

Re[H,b,c,p.(t)e ™" | +Re[n(t)e ]

n-m

o

n=0 m=1

where (s ® b)(¢) is the convolution of s(¢) and h(¢), and H, is expressed by

L
H, =Y he > (7.14)
I=1

In the receiver, r(¢) is transferred by a local oscillator whose frequency is f,,. The
resulting complex signal becomes [23-26]

P—1 Npg f'zﬂﬂ
r&)=2 Y Hb,c,p. (e T +nlt) (7.15)
n=0 m=1

Therefore, the mth chip of the nth carrier after FFT is shown as

1 T _/Zﬂn—_lljlz
T fr'(t)e " dt=Hb.c, +n, (7.16)
c 0

r, =

7.3.4 Comments on the MC-CDMA Technique

We can see that the MC-CDMA technique is very complex. However, mathemati-
cally the BER derived from this approach is no different from the OFDM-CDMA
(part of the hybrid proposal under consideration) approach. This is apparent if we
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compare the structure of (7.7) with (7.15). They differ only in the manner that the
signal processing is implemented. The important distinction is that in MC-CDMA,
if we have a set of OFDM symbols, say, eight, we implement an 8-point OFDM sys-
tem. This means these eight symbols comprise eight OFDM frames. One OFDM
frame comprises eight SCs. Each symbol uses one complete OFDM frame. In con-
trast, the hybrid approach transmits all of the eight symbols in one OFDM frame.
Admittedly, the frequency-diversity effect is applied more rigorously in MC-CDMA
as compared to the hybrid approach because in the former method each symbol is
transmitted over all of the SCs; that is, the spreading is carried out over the FD as
opposed to the TD in the hybrid method. This means that if there are certain carriers
that do not perform well, we are still assured that the receiver will get that particular
symbol through other carriers that do operate well. The implication here is that in
fading channels in the presence of certain carriers in deep fade, we are likely to lose
information on those SCs. This will not happen in MC-CDMA as the same bit is on
all SCs. Hence, in such a case, MC-CDMA is likely to perform better. In fact Takeda
et al. [23] extended this principle further by getting feedback from the receiver as to
which carriers are in good condition and using only those carriers that have per-
formed well. They call this approach, the partial bandwidth transmission (PBT)
approach.

The approach to simulation is also the same in the hybrid as well as the
MC-CDMA. In both cases, each symbol in the set of symbols to be transmitted is
spread as per a code. In MC-CDMA the spreading code is based on Walsh-
Hadamard coding; that is, each user is allotted one row of the Hadamard matrix.
This ensures that the users do not clash because the rows are mutually orthogonal.
In the hybrid approach, the spreading is carried out as per some PN sequence or
Gold sequence. In both cases depending upon the spreading length, there will be
processing gain. In the receiver, the received signal is once again multiplied by the
same sequence. Thereafter, there is an important distinction between the two sys-
tems. In the hybrid system, the received symbols are summed (integrated) after mul-
tiplication, whereas in the MC-CDMA approach, this summing is carried out as per
some combination law (e.g., maximal ratio combining or equal gain combining)
because the MC-CDMA system utilizes RAKE combiners. Hence, the results
obtained using the OFDM/CDMA (hybrid) approach (i.e., the hybrid approach
without SFH) in this book apply equally well to MC-CDMA systems provided no
SCs are in deep fade, leading to loss of information.

There is also one more point in favor of the hybrid approach. We have seen that
if we choose, we can also use Walsh-Hadamard coding in the hybrid approach as an
additional precaution in addition to PN sequences. This is carried out before S/P
conversion.

Certain additional points in favor of the hybrid system include the following:

1. In the MC-CDMA approach, the size of the OFDM modulator is dependent
upon the size of the Hadamard matrix. In the hybrid approach, we select the
number of carriers and, consequently, the size of the OFDM system based on
the channel condition. Thus, it has robustness against large propagation de-
lay. The designer consequently has total flexibility in this respect.
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1.

2. In the MC-CDMA approach, the number of users depends upon the size of
the Hadamard matrix. We cannot have additional users because there are no
more rows left in the Hadamard matrix. In the hybrid system, on the other
hand, the number of users can be increased indefinitely. This means that if
the CDMA system cannot take more than, say, 20 users, we simply add an-
other frequency hop to the system. The total number of users = number of us-
ers per CDMA channel X the total number of frequency hops. Bandwidth
should, however, permit this.

3. FHis another major problem in MC-CDMA systems. Consider a case where
we are transmitting a set of eight symbols based on a certain type of modula-
tion like QPSK or 16-QAM. We use an 8-size Hadamard matrix and carry
out an 8-point OFDM modulation. This means we need to transmit eight
OFDM frames for the complete set. If we plan to frequency hop, then we
need to delay the hopping until these eight frames are transmitted. If we do
choose to hop with every frame as we do in hybrid systems, the task of com-
piling the eight symbols at the receiver becomes complex.

4. The data rate will become very slow in MC-CDMA systems as compared to
hybrid systems. Once again, consider the case of an eight-symbol set based
on any type of modulation like QPSK or 16-QAM. We need to transmit eight
frames before the symbol set is considered to have left the transmitter. In
contrast, the hybrid system transmits just one frame.

In order to estimate the processing power required to implement a practical mul-

timedia system, consider an example.

Total bandwidth: 150 MHz;

User capacity: Single user (we shall hand over the multiuser problem
to the CDMA part of the hybrid system);

Modulation used:  16-QAM,;

FFT size: 512;

Guard period: 128 samples.

If we assume the number of active carriers is 200, we obtain the following

1
parameters :

Data rate: 600 Mbps;
Symbol duration: 1.3 us;
Total frame time: 1.7 us = 2 us.

We know that the number of complex calculations required for a 512-point FFT

is 6,912. The maximum time that can be taken in performing the calculation is once
every symbol, that is, once every 2 us. If we assume that the processor used requires

The remaining bits are zeros since we need to avoid using the carriers close to the Nyquist frequency because
of the attenuating effects of the lowpass filters used in the DACs and ADCs. Furthermore, sensitivity to fre-
quency offsets increases with size of the FFT. This in turn will require a high degree of frequency stability.



7.3 Comparison to MC-CDMA 205

two instructions to perform a single complex calculation, and that there is an over-
head of 30% for scheduling of tasks and other processing, the minimum processing
power required for this is then

6923 %2

MIPS = 0 x13x 107 =8986

Thus, the transmitter requires more than 9,000 MIPS in order to implement the
transmitter. The receiver will require just as much. Thus, a full OFDM transceiver
will require two boards capable of more than 9,000 MIPS each. This is beyond the
range of current processors, but within the capability of hardware-based systems.
The MC-CDMA system on the other hand will require 512 such IFFT boards in the
modulator (a 200-bit word + 312 zeros = 512 bits) and as many FFT boards in the
receiver. These boards will need to be in parallel. Alternatively, these boards will
need to be replaced by a single card in modulator/demodulator, which is as fast.
Such fast FFT boards are currently not available. This will make the system
extremely expensive. Even in this case, the P/S converter will take the output of each
FFT board in turn and serialize it. This means that 512 OFDM symbols or 512
OFDM frames, if we include the guard bands, will have to be transmitted before the
system is ready to look at the next word (the MC-CDMA system is transmitting a
512 X 512 matrix). This cannot be avoided. This will slow down the overall data
rate considerably as compared to a 512-point OFDM system, which is roughly 512
times faster, as it will transmit 512 bits at once as one OFDM symbol or frame (if we
include the guard bands). This hardware count for the MC-CDMA system is further
increased by the use of RAKE receivers.

7.3.5 Summary

In this section, we examined the mathematics and signal processing of both
the MC-CDMA system as well as the proposed hybrid system as given in this
book. We found basically that the MC-CDMA and the OFDM-CDMA (hybrid)
(i.e., the hybrid system without SFH) systems are identical. The MC-CDMA sys-
tem, however, proved more complex than the hybrid system without SFH for
the same quality of performance. In particular the following were the salient
observations:

1. The MC-CDMA system has no flexibility in the selection of the size of the
OFDM modulator. We would prefer to choose the size of the OFDM modu-
lator based on the channel condition, which consequently is robust against
large propagation delay. The designer has total flexibility in this respect. In
the MC-CDMA system, there is no such flexibility as the OFDM modulator
size is dependent upon the size of the Hadamard matrix.

2. The number of users in the MC-CDMA system depends upon the size of the
Hadamard matrix. In the hybrid system, the number of users can be in-
creased indefinitely by simply increasing the number of frequency hops once
the CDMA system saturates. Bandwidth should, however, permit this.
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3. FH is extremely difficult with the MC-CDMA approach as the number of
OFDM frames per hop is very large, basically the size of the Hadamard
matrix.

4. The data rate in MC-CDMA system is slow as compared to the hybrid
system.

7.4 Analytical Performance in Fading Channels and Simulation in
AWGN Channels

This section presents the system performance in an AWGN channel based on
analytical results and on simulations. It is noted that the hybrid approach, if it is
used, requires a large amount of bandwidth both analytically and during simula-
tions. It is emphasized in this section that the main motivation for the design is
higher users.

7.4.1 Comparison of DS-CDMA and DS-CDMA-SFH (DS-SFH) Systems

It is assumed that there are K active users, each with a transmitter-receiver pair. Each
user employs a channel encoder. We denote by b, () the modulating sequence of the
Kth user, which randomly takes values from the set {+1,-1} with equal probability.
The coded bit duration is indicated by T and the transmitted power by P.

b (€)= D byt =) exp(jp, ) (7.17)
=1

For each path, the gain k,, is Rayleigh distributed, and the delay 7,, is uniformly
distributed over [0,277]. We note that the average power for each path and each user
is E[hf(,] = 0,/2. The receiver introduces AWGN #(t) with two-sided PSD NO/2.

7.4.2 Noncoherent Class of Signals (DS-CDMA)

Figures 7.8 and 7.9 illustrate the transmitter and receiver of the DS-CDMA system,
respectively. We shall first consider DPSK transmission.
The transmitted signal x,(¢) is

b (0) x(0
Data . BPE >
source To channel

AO) cos(@.(t) + ¢)

Spread-spectrum RF
code generator oscillator

Figure 7.8 DS-CDMA system (transmitter).
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rt) Matched DPSK | Data
REto IF ™™ fiier | demodulator | | MRC ®| decision [~
AWGN

Figure 7.9 DS-CDMA system (receiver).

%, (8) =Re{N2Pb  (t)e () exp[jQaf.t +0,)]} (7.18)

where f_is the carrier frequency, 6, is the phase introduced by the DPSK modulator,
and ¢,(t) is a PN sequence with a rate 1/T. and rectangular pulse.
The received signal 7(t) is given by

L

r(t)=zzhktxx(t_TK/)COS¢K1+"(t) (7.19)

K=1 I=1

At the ith receiver, the signal corrupted by noise and interference is filtered,
downconverted, and recovered at the output of a filter matched to the spreading
code ¢,(t). It is sampled at the instants AT + 7, and is then given to the DPSK demodu-
lator. The demodulated output is denoted by W,[A] = Re{d[A]d, [A—1]} where d[A] is
the complex notation of the matched filter output. This demodulator output
is then given to a maximum ratio combiner (MRC) to yield the final output

M
P[] = % E‘I’l [A], where M is the diversity, M < L.
=1

The matched filter output d[4] comprises
d [A]=w [A]+ 1" [A]+ 1" [A]+ N, [1] (7.20)
where W [A] is the required signal

W,[A]=~P /2h,b,[A]exp(jp ;) (7.21)

The interference contributions are zero-mean complex Gaussian RVs and com-
prise I, which is the multipath interference term caused by L — 1 other path sig-
nals, and 1" is the multiaccess interference term caused by K-1 other users.

The average SNR is given by the approximation [24] for K users, L paths, and N
sequence period:

xgl (7.22)
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which is the SNR per bit. The constant 1/3 is due to the rectangular chip pulse. This
equation is valid for binary DS/SSMA systems. In the case of MRC with diversity of
order M, given that the received signal is Rayleigh distributed, the bit error probabil-
ity P, at the decoder input is given by [25]

1
2CMD (M —1)1(1+9)"

ZC (M- 1+m)( )m (7.23)

P, =

where
1 M 2M =1
= 2 ( ) (7.24)

At the output of the (n, k) block decoder, the probability of bit error is given by
[12]

p=3 (”,)r,j(l—pb)"f (7.25)

j=t+1
where ¢ denotes the error-correction capability of the code.

7.4.3 DS-CDMA-SFH

The transmitter model for DS-SFH is depicted in Figure 7.10. The general derivation
for this system is similar, the only difference being that the system uses slow FH. The
considered system is asynchronous as this is the more realistic case. Even when syn-
chronism can be achieved between individual user clocks, radio signals will not

b, (t) DPSK x, () - - sk(?
modulator " i BPF "
¢ cos [wy (D) + ay(t)]
Frequency
PN code synthesizer
generator

T f ()

Frequency hopper

Figure 7.10 Transmitter model for DS-SFH.



7.4 Analytical Performance in Fading Channels and Simulation in AWGN Channels 209

arrive synchronously with each user due to propagation delays. The probability of
bit error for DPSK is given by (7.23).

However, if two users transmit simultaneously in the same frequency band, a
collision, or hit, occurs. In this case, we assume the probability of error as 0.5.
Hence, the overall probability of bit error for an FH signal is

P, =Pb(1-P,,)+ %P,m (7.26)

where P, is the probability of a hit, derived as discussed next.
: . .1 " :
If there are g possible hopping channels, there is a — probability that a given
q

interfering user will be present in the desired user’s slot. Hence, for K — 1 interfering
users, the probability that at least one is present in the desired frequency slot is

K-1
P, =1- {1—1(1+1 } (7.27)
N

q b
where N, is the number of bits per hop. We take this value as 1; that is one hop per
bit for slow hopping.
At the output of the (7, k) block decoder, the probability of bit error is given by
(25]

r= 3 ("pa-ry 7.29

j=t+1
where ¢ denotes the error-correction capability of the code.

Numerical Results We now examine the performance of the DS-CDMA and
DS-SFH systems for L = 8 and N = 300.

In Figure 7.11, we compare the DS-CDMA with DS-SFH for various diversity
values ranging from one to four. We have assumed the number of hops for the SFH
system to be 30 with a processing gain of 10. This is equivalent in terms of band-
width to a CDMA system with a processing gain of 300. We note that for the same
number of users, the SFH system is inferior to CDMA. The asymptotic behavior of
both the sets of curves is due to MAI as expected. In both cases, the limiting error
will be due to other users. The poor BER of DS-SFH is explained by the fact that
there is frequency clashing at the hops, which can be remedied by increasing the
bandwidth, reducing the multipath interference, and increasing SNR. However,
DS-SFH has its advantages in that the near-far effect is reduced and synchronization
is easier (within a fraction of hop time as compared to DS-CDMA, where it has to be
within a fraction of chip time). Figure 7.12 compares DS-CDMA and DS-SFH for
10 users using the diversity factor 1.
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Comparison of DS-CDMA and DS-SFH

10° . DS-SFH M, = 1—————————
' DS-SFH M = 4 i
s E DS-CDMA M = 1 :
10 ________ e L} L} 1 ]
DS.CDMAM=2 !
o 1 [ T T
8107 prmemnmn S frnmae SR Y omamen]
: iDS-CDMAM =3 |
107 Phui e B e e T et e e
‘ | DS-CDMAM =4 |
1072 H H 1 )
-10 0 10 20 30 40 50 60
Ep/Ng (dB)
Coding—DPSK with BCH (15,7)
Parallel paths L = 8
Processing gain (CDMA) N = 300
Processing gain (DS-SFH) N =10
Number of SFH = 30 Hops
Number of users K= 10
Figure 7.11 Comparison of DS-CDMA and DS-SFH for 10 users (DPSK).
0 Comparison of DS-CDMA and DS-SFH
10 T T I T I I
1 1 1 1 1 I
epe. - . ' DS-SFH M =1,
10° [T R 5 R A VT R
Coding—QPSK with BCH (15,7) l
Parallel paths L = 8 1 i !
i Processing gain (CDMA) N = 300 ! ! :
«© Processing gain (DS-SFH) N =10 ! ! !
Number of SFH = 30 Hops ! ! )
Number of users K= 10 1 i '
-10 [ 1 1l
10 7 fesssa== L L T o N o
1 I I
1 1 I
i | g
i DS-CDMAM =1
10—15 i I L
-10 0 40 50 60

E, /N, (dB)

Figure 7.12 Comparison of DS-CDMA and DS-SFH for 10 users (QPSK).
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7.4.4 Coherent Class of Signals

In this class of signals, we shall consider QPSK. We use the following equation, with
M =4
The probability of bit error for M- QAM is given by [12]

o L)L Ey
P, —4(1 m)z erfc( N, ) (7.29)

The rest of the derivation for both classes of systems is similar.

7.4.5 OFDM-CDMA-SFH (Hybrid)
The output S,(#) of the OFDM modulator is given by

S ()= s, (t —mT,) (7.30)
where each waveform s, (¢) is obtained by modulating a block of N consecutive bits
b;'[n], by n SCs f, = nAf,Af = ;O < %,n =0,...N—-1

N-1
Son(8) = b7 [nlexp(2af,£)g 1 (1) (7.31)
n=0

where g,(¢) is a rectangular pulse of duration T, = NT. The samples of the OFDM
signal s, () are generated using IFFT as discussed earlier.

We now frequency-hop the OFDM signal (7.31) according to the kth hopping
pattern f,(¢) derived from a hop set of q possibilities. Hence, the transmitted signal
can be expressed as

S, &)=V, S, (t)cosQaf .t +2af t+6, +6,) (7.32)

where

A
V =JA. +A2 and®, =tan' (A”“)

mc

A _and A _are the information-bearing signal amplitudes of the quadrature
carriers and S,(¢) is the signal pulse. The hop frequency f,(¢) and the phase 6, are con-
stant over one hop. The phase 6, represents the phase shift introduced by the fre-
quency hopper when it switches from one frequency to another.

We correct the SNR for the number of parallel paths L, number of users K, and
sequence period N.

Due to the GI, an SNR loss is taken into account as SNR X 7 . Normally, we
assume 77, = 0.8.
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We can now express the dehopper output as 7(¢) at the jth hop of the ith receiver:

L

)=V, > > by St =t | fi(t =7, 1f. (e =7,)|exp(Ay )+ NG (7.33)

k=1 I=1

where 0 is the Dirac delta function and A, includes the phases introduced by the
QAM modulator, hopper, radio channel, and dehopper. The noise contribution
N(¢) is white complex Gaussian noise.

After sampling at frequency £, we have r[m,n] = r(mT,+ n/f). The cyclic pre-
fix is removed, and the resulting block of N, samples enters the FFT processor:

Ny -1

dlmn]= Y r[m klexp(—2ank/N ) (7.34)
k=1

Finally, the QAM modulator outputs the decision variables a[m,n].
The probability of bit error for M-QAM is given by [12]

1\1 E,
P, =41-—|- a3
==l

In our case, M = 16. We correct this for probability of hit using (7.26), then cor-
rect for error-correction coding using (7.28).

(7.35)

Numerical Results  In Figure 7.13 we now compare DS-CDMA with OFDM-
CDMA-SFH (hybrid) with a 16-QAM modulation. Since OFDM has no multipath
problem, L = 1. We also assume a diversity of M = 1. For CDMA, we assume perfect
power control and perfect orthogonality between the PN sequences.

We have used BCH (15,7) error correcting code. The asymptotic behavior of the
hybrid curve is due to MAIL. The CDMA system performs better. At a higher diver-
sity it will perform even better. We also have a cyclic prefix of 20% (17, = 0.8) for the
OFDM system, as discussed above. However, the hybrid is a multicarrier system.
This is not evident from the preceding analytical equations. It also incorporates
additional users as discussed below. If we reduce the cyclic prefix further, the SNR
improves, but at the cost of poor synchronization. Suppose under normal circum-
stances our hybrid system cannot tolerate more than 10 users and that users in
excess of this number will cause collisions and consequent poor bit-error capability.
This is where the advantage of our approach pays off. We can pass the burden of the
additional users to the CDMA system. This means that we are looking at a scenario
of 10 users operating simultaneously using the hybrid concept, but in actuality there
will be many more, the number being limited only by the capability of the respective
CDMA systems. For example, if the CDMA system can at the most tolerate 20 users
in the uplink due to MAI problems, our hybrid system will actually allow 10 x 20 =
200 users. In addition, the near-far effect in the uplink is also taken care of due to
FH.
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Analytical results using 16 QAM
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Figure 7.13 Comparison of DS-CDMA with OFDM-CDMA-SFH (16-QAM).

7.4.6 Simulations

The preceding results were analytical. We now examine the simulation behavior of
OFDM, OFDM-CDMA, and the hybrid approach in AWGN with 16-QAM modu-
lation. The result is shown in Figure 7.14.

We notice a slight discrepancy between the OFDM-CDMA curve and the plain
OFDM curve caused by the spreading and despreading operation. Theoretically, in
the presence of AWGN, there should be no discrepancy in the BER curves. Based on
the foregoing analytical solutions, we have adjusted the processing gain and the
number of hops so that the hybrid system offers a better BER as compared to an
OFDM-CDMA system. Specifically, the processing gain was 2 for the
OFDM-CDMA system and 16 for the hybrid systems (this low figure was chosen to
reduce the program running time), and the number of hops was 4. This makes the
hybrid approach perform tolerably as compared to OFDM/CDMA (or
MC-CDMA) and plain OFDM modulation. This approach has been followed
throughout this book. The idea behind this decision is to ensure that we have a
hybrid system tuned to offer an acceptable BER in AWGN. Thereafter, we can
investigate its behavior in fading channels because, more importantly (as has been
stressed throughout this book), the system offers more users FH capability and its
consequent advantages. This is necessary, as we have seen from the analytical
results that frequency-hopped systems have higher BERs as compared to
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Figure 7.14 16-QAM modulation in AWGN with CDMA and SFH.

nonhopped ones for the same bandwidth [10]. Note that the hybrid curve is level
due to saturation caused by multiuser interference. If we increase the chip spread
factor or increase the number of hops, the bandwidth increases and the BER
improves.

7.4.7 Summary

In this section, we have examined the analytical performance of DS-CDMA,
DS-SFH, and OFDM-CDMA-SFH systems in fading channels and simulated their
performance in AWGN. We arrived at the following conclusions:

1. We found that the BER of DS-SFH mode is inferior to that of DS-CDMA due
to hopping constraints. This study was carried out for DPSK as well as
QPSK.

2. We then compared DS-CDMA with OFDM-CDMA-SFH (hybrid). We
noted a similar result. The modulation used for comparison was 16-QAM.

3. We next showed that if the hybrid system cannot handle more users due to
collision, the CDMA system takes over and improves the number of users
multiplicatively.

4. The preceding results required that we tune the hybrid system by adjusting
the processing gain and the number of hops to make it viable in terms of
BER, the idea being that we could then exploit the other attractive properties
of the hybrid system.
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7.5 Performance in Fading Channels with Perfect Estimation

This section investigates the performance of hybrid techniques in fading channels
using perfect estimation. During this simulation, a Rayleigh channel and a Rician
channel are chosen. Once again, the hybrid system places demands upon bandwidth
if it is used.

7.5.1 FD Modeling

In this case we shall consider two types of modulation, QPSK and 16-QAM. The
system behavior shall be analyzed both in Rayleigh as well as Rician fading environ-
ments. We first need to cover certain basic concepts as regards the modus operandi
of the simulations. Broadband mobile radio channels can be characterized as linear
time-variant filters with a complex equivalent lowpass IR as h(t,t) (t = excess delay;
¢ = time variability). In the FD we use its Fourier transform H(f;t.). However, over a
short time interval, the shadowing can be considered constant, and in such a case,
we can characterize the channel as a WSSUS. This means that we can apply the the-
ory of linear time-variant filters [25, 26]. This assumption is appropriate for
describing the small-scale behavior of the channel, which is suitable and sufficient
for our purposes. The nature of the channel will be frequency selective due to the
high rates of transmission considered.

We can model the time variability of a narrowband flat fading signal by shaping
the spectrum of a complex Gaussian noise process. This is called Jakes’s fading
model [27]. The resulting colored, complex Gaussian sequence can then be charac-
terized by the spaced-time correlation function ¢,,(At) and its Fourier transform, the
Doppler power spectrum S,(1) [25].

The idea of FD channel modeling is to shape the spectrum of a complex Gaus-
sian noise process in order to apply the required spaced-frequency correlation func-
tion ¢,,(Af). Similarly, the correlation function is specified by its FT, that is, the DPS
@,(7). In agreement with measurements reported in [28], the shape of the DPS was
defined as shown in Figure 7.15 and (7.36).

The DPS is characterized by four parameters: p* [dB], the power of the direct
ray, [ [dB/ns], the power density of the constant-level part, and A [dB/ns], the slope
of the exponentially decaying part.

y=A - In(10)/10 [1/ns] is a decay exponent used for notational convenience.

( 0 7<0
J p>o(1) 7=0

¢h(t)=| I1 0O<r<rt, (7.36)
lnefy(’ﬂ‘) T>7T,

We can derive analytically from this DPS, other channel parameters like NRP,
Rician K-factor, RDS and coherence bandwidth, as well as higher-order statistical
parameters, such as the level crossing rate and the average bandwidth of fades [29].
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Figure 7.15 Model of the DPS.

The proposed simulation system is shown in Figure 7.16. The amplitude distri-
bution of the TF H(f) is Rayleigh because H(f) is a complex Gaussian noise process.
A Rician fading channel may be simulated by adding a phasor given by h(0) = p -e P
to H(f),representing the direct path. Otherwise, for a Rayleigh channel p = 0.

7.5.2 Analytical Evaluation of the BER

The analytical expressions for the BER evaluation are derived in this section. We
start our analysis with defining the symbol transmitted on the kth SC as x,,, which is

(Real-valued)| _W(F) | 2\:](:;;9 filter H'() > > —
noise source [ (real) ~ @), 9(h) (real) HF)
(complex) |

Hrice(f)

| Hilbert | H(H —_— S

transform | (real)
B o)
(complex)
Sy () (causal)

Swm, (flat) Syr(@) Eqsp(r)\ ?, (r)(}ri

" : | : | >

Figure 7.16 FD simulation of the frequency selective radio channel.
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an element of the symbol set {x, }, m =1, 2, ..., M. At the receiver’s site, an optimum
detector will choose the symbol x,, which minimizes the distance metric

2

M, ('xk/')=‘yk _};kxk/ (7.37)

and is thus assumed most likely to be the transmitted symbol. The term b, x ;. in this

equation accounts for the channel estimation. An error occurs when the metric cal-
culated for a symbol x, # x,, is smaller than the metric for the transmitted symbol x,..
This is written as

P, =Pe{M,(x, ) <M, (x,)} =Pr{D>0} (7.38)
D = M,(x,) — M,(x,) is called the decision variable. D is found

2
k ‘xk/

where * denotes the complex conjugate. From the channel and system models, y, is

b

2) (7.39)

2
_“xki

D=ykl;11(x:<i _x;q)"'yzi]k(xki _xk/)+

known to be a complex Gaussian RV. The same holds for h . because it is an esti-
mate of the complex Gaussian TF H,_(f). Thus, the decision variable D is a special
case of the generic quadratic form in a complex-valued Gaussian RV. In our case, L.
=1, considering one transmitted symbol over one (sub)channel.

L
D=Y[AX,[ +BY,] +Cx, Y, +CX.Y, ] (7.40)
k=1

The probability of error is the probability that D <0, which is evaluated in [285,
Appendix B]. This probability is denoted as the integral over the PDF of D

P, =Pr{D <0} = f p(D)dD (7.41)

— o0

For L =1, the solution to this integral is written
v, /v, —%(aubl)

F.=Qi(ab)- 1+v, v
2 1

I,(ab)e (7.42)

where I (x) is the nth-order modified Bessel function of the first kind and Q,(a,b) is
the Marcum’s QO function, which can be expressed in terms of Bessel functions as

0,(a,b) = e'?("z”’z)i(a/b)"ln(ab) (7.43)
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The parameters a, b, v,, and v, must be related to the moments of X, and Y, and
to the constants A, B, and C. As given in [25], this is obtained by

- 1

2”121)2 (alvz —a, )—lé

a = 2
N

_ 1
2v2v§ (0!11)1 —a, )-|/2

b= 5
L (Ul +U2) J
) 1
v, = (w + 2 ) —w
4(ﬂxxuw — . )(\C\ — AB)
v, = |w’ + b +w (7.44)
4(//Lxxluyy - //ny )(‘C‘ _AB)

_ Au+Bu, +Cu, +Cu,

’ )(\C\2 ~ AB)

a, =20 = ABY|X, [,y + [ 0 X Vipy, - XY, =X, i)

4(1“ xx:u yy - lu xy

a, =AX,|" +BY,|" +CX,Y, +C'X,Y,

These equations are applied to our problem by comparing (7.39) and (7.40). By
letting Y, =y, and X, = h, in (7.39), the constants A = |x,[' — |, B=0and C=x, -
x,,are found, representing the properties of the modulation scheme. The behavior of
the channel and of the channel-estimation technique are expressed by the first and
second moments of the RVs X, and Y,. These are

2}—X12] (7.45)
]

7.5.3 Coherent Detection with Perfect Channel Estimation

The signal received at the kth SCis defined as y, = x, + n,. Perfect channel estimation
means that the receiver has exact knowledge of the attenuation factor b,, denoted by
h, =h,. Considering the transmitted symbol x,, as a constant yields
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X, =E{hk}=p><ei9”
Y, =F{x,h, +n,}=x,E{h }+FE{n}= xkipXew”

1 — 1

wo =5 [} =R =S = 7] (746
1 — 1

=5 [Efle b+l -] =5 e

1 1.
Uy, =E[E{hk(’xkihk +”k)*}_X1Y1 ]=£x ki[NRP_pZ]

"(NRP=p*)+N, |

where NRP = E{|h,['} is the normalized received power that can be expressed in
terms of the parameters of the FD channel model NPR =p* = [(z, = 1/y).

7.5.4 Calculation of the Parameters

In QPSK the transmitted symbols are taken from the set x,, = {1,j, -1, —j}.
Note that E{lx, |’} = 1. Thus, the transmitted energy per symbol is unity.
QPSK transmits two bits per symbol on an orthogonal basis. Thus, the error
probabilities can be analyzed independently, and the BER equals their average.
Suitable parameters for A and C are found by assigning, for example, x,,=1 and x,, =
{7, =7}

In order to calculate the probability that x, has been detected when x, was
transmitted, we divide the I/Q plane into two parts. An error will occur when the
received symbol falls within the half-plane that is closer to x,, than to x,. Further-
more, it will be noticed from Figure 7.17 that it is not necessary to evaluate the two-
error event explicitly. The overlapping one-error events account for one error each
in this region.

One error

N
10) (o) *i=/

Two errors One error

Figure 7.17 QPSK.
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The 16-QAM class of signals can be evaluated without any errors. We need to
consider 4 different transmitted symbols occurring with equal probability and 24
error events, some with a negative sign. Table 7.3 lists the symbols x,, and x,; to be
used. The complex signal constellations x, = a + jb are denoted (a,b). Error events
that must be subtracted in the final result are denoted (a,b)".

7.5.5 Simulations with Perfect Channel Estimation

We shall first examine the behavior of the proposed system assuming perfect chan-
nel estimation and perfect synchronization. Later in this book, we shall examine the
implications of realistic channel estimation. The latter is dependent upon the type of
estimation technique used.

We shall simulate the OFDM system in two different models, Rayleigh and
Rician, discussed later. We now discuss the OFDM system simulation model. For
the simulation of the OFDM system, we shall use the following model as given in
Figure 7.18.

Table 7.3 Transmitted Symbols and Error Events for the Evalua-
tion of 16-QAM Modulation”

Transmitted Symbol x,, Error Symbols x,,

(=3,3) (=1,3),(3,3),(7,3)7, (=3,1),(=3,-3),(-3,-7)"'
( ) (_3a3)a( ’ ),( )9( 171),( 1, 3),( 1,_7)_1
(=3 ) (=1,1),(3,1),(7,1)7, (-3,3),(=3,-1),(-3,-5)
(=1 (=3,1),(1,1),(5,1), (-1,3),(=1,-1),(-1,-5)
All values must be divided by /1 r 0 to have an average power of one.
x(k) X(K)
Input
data | Modulator Pilot
—lisam/ T .'Ort. T  IFFT ™ FFT
QPSK/CDMA insertion (S;(I)—Ipping)
H(k)
Mobile radio
channel Wk
X (k)
Performance Y
analysis Derive Pilot Signal Channel Y(k) (dehopping)
« < . N
BER removal correction estimation

Figure 7.18 OFDM system simulation model.
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We are not considering ISI and ICI multipath effects in these simulations for the
sake of simplicity. We are also assuming perfect synchronization and are not
employing any coding. In Figure 7.18, the binary input data is modulated with
16-QAM/QPSK modulation, with or without CDMA. In the presence of CDMA,
we shall assume a chip spread factor of two. In the hybrid cases we shall assume a
chip spread factor of 16. We would like to have a higher spreading factor, but this
results in unduly long simulations. However, this does affect our conclusions, as we
shall see. The number of hops in cases of SFH simulation is taken as four, represent-
ing four users. Since channel estimation is being considered in this book, we plan to
carry out this estimation using pilot signals. The pilot signals are inserted between
the modulated signals. This aspect shall be extensively discussed in Section 7.6.2.
IFFT is then performed on this signal in order to obtain an OFDM signal with
pilots. Since we are planning to use an FD model of the channel as discussed earlier,
the OFDM signal is transformed into FD by performing an FFT. By this FFT, the
OFDM signal in TD (x(k)) is transformed into FD (X(k)). The signal is then slow
frequency-hopped. In the FD, we can just multiply the OFDM signal with the chan-
nel TF H(k). In the mobile radio channel, the OFDM signal is contaminated with
multipath effects, and on this the AWGN noise (W(k)) is superimposed. This results
in the received OFDM signal Y(k). The signal is then dehopped on reception. Using
this OFDM signal with its pilot signals, the channel TF is estimated using the TDP
method, also discussed Section 7.6.2. Presently, in this section, we assume perfect
estimation. The contaminated OFDM signal is now presumed to have been cor-
rected. This aspect of signal correction is also discussed Section 7.6.2. Presently,
since we have assumed perfect estimation, there is no need for this correction, and
we proceed to remove the pilot signals retaining only the information SCs and then
derive the BER of the system.

7.5.5.1 Types of Channels Considered for Simulation

In our proposed analysis we shall consider two types of channels, one Rayleigh and
one Rician [30]. Table 7.4 lists the channel model parameters. Table 7.5 lists the
channel parameters for the corresponding channels (used in analytical runs). The

Table 7.4 Channel Model Parameters
Channel LOS [dB] A [dB] =,[ns] = [dB/ns] =, [ns]

Rayleigh -12.7 0.12 60 -20.1 300
Rician -0.6 0.17 0 -23 150

Table 7.5 Channel Parameters

Channel NRP [dB] =, [ns] K-factor [dB]
Rayleigh 0 42.1 -12.4
Rician 0 12.5 8.3
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corresponding channel IR, TF, PDF, and CDF for both these channels are shown in
Figures 7.19 and 7.20.

Figure 7.19(c) shows that this channel is a Rayleigh fading indoor radio channel
as it fits the Rayleigh distribution. The maximum delay time of the reflected waves is
around 300 ns.

We can see from Figure 7.20(c) that this channel is a Rician channel since it does
not fit the Rayleigh distribution. Hence, this is a Rician fading indoor radio channel.
The maximum delay of the indirect waves of an impulse in this channel is around
150 ns.

We now analyze the behavior of 16-QAM and QPSK signals with and without
SFH and with and without CDMA in the presence of perfect channel estimation and
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Amplitude transfer function, CHANNEL-1

idft of transfer function (ch. impulse response) & .
: : < 10}
0 i 0 4
™ v
S0 3100
3 ‘a-20}
520 E . . , . . . .
£ 0 20 40 60 80 100 120 140
-30 Phase transfer function
40 2
=2
-50 . . c
0 100 200 300 400 500 600 XL 0
Excess delay time (ns) v
ke
2-2
5 0 20 40 60 80 100 120 140
(@) Frequency (MHz)
(b)
1 Amplitude distribution of the transfer function
Y ____ PDF of data
—— - Rayleigh
~ AN ylelg
Fosf :
g / NS
0 N . " i s
0 0.5 1 1.5 2 2.5 3
Amplitude |H(f)|
5 10° T : : : : H
38 : . : . .
< " * t L} L
Y ' . . .
T g2b - - e e g —
= 10 . ¥ ) +——+ CDF of data
& . . . , — - Rayleigh
-30 -25 -20 -15 -10 -5 0 5
Signal level (dB)
©

Figure 7.19 (a) Channel IR, (b) channel TF, and (c) PDF and CDF of Rayleigh channel.
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Figure 7.20 (a) Channel IR, (b) channel TF, and (c) PDF and CDF of Rician channel.

perfect synchronization. We are doing this for the case of a single user with a chip
spread factor of two. The number of hops and the bandwidth have been chosen so
as to yield very low bit rates. These aspects have been discussed earlier. If the
number of users is increased, then the BER will deteriorate due to frequency clash-
ing at the hops or due to MAI at the CDMA end. We hope that because we are using
a DS-CDMA system combined with OFDM, we can achieve better synchronization
in the uplink than has hitherto been possible with pure DS-CDMA systems. In such
a case, the effects of MAI will not be so severe and the deterioration of BER will
occur mostly due to frequency collision at the hops. This can be remedied by adjust-
ing the bandwidth for the number of users.
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Figure 7.21 shows the simulation result and the theoretical result for a QPSK
transmission. We note that the analytical result exactly matches the simulated run.
We now compare this performance with QPSK with CDMA and QPSK with CDMA
and SFH. This is shown in Figure 7.22 for a Rayleigh channel.

QPSK in a Rayleigh channel
1

----- R e e s
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Figure 7.21 QPSK in Rayleigh fading channel.
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Figure 7.22 QPSK combinations with CDMA and SFH in Rayleigh channel.
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We note that QPSK with CDMA and SFH does not perform well. It requires a
lot of bandwidth. We now examine the performance of 16-QAM modulation in
such a channel. The constellation is shown in Figure 7.23.

We now compare the simulated and analytical result for 16-QAM in a Rayleigh
channel. This is shown in Figure 7.24. We note that the analytical result exactly

16 QAM constellation
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Figure 7.24 16-QAM in a Rayleigh channel.
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matches the simulated run. We now compare this performance with 16-QAM with
CDMA and 16-QAM with CDMA and SFH. This is shown in Figure 7.25 for a Ray-
leigh channel.

Once again the BER of the hybrid system is poor. If we need to improve the BER
of the hybrid system, we need to increase the bandwidth even more. We now exam-
ine the overall performance of both these signal schemes in a Rayleigh channel. This
is shown in Figure 7.26, which summarizes our conclusion that in a Rayleigh fading
channel, 16-QAM with CDMA and SFH will perform the best if adequate band-
width is available.

The overall result for the Rician channel is given in Figures 7.27, 7.28, and 7.29.
We note that once again 16-QAM with CDMA and SFH will require adequate
bandwidth for viable bit rates.

Finally, we examine the behavior both classes of signals in both types of chan-
nels for a fair comparison. We choose QPSK and 16-QAM without CDMA and
without SFH (see Figure 7.30).

We note that QPSK is the superior modulation in both Rayleigh and Rician fad-
ing channels. If we need to use the hybrid approach, we need to compromise on
BER.

Note that SFH has not been proposed for improving BER, but to combat the
near-far effect of CDMA. Similarly, CDMA has been proposed not for BER
improvement, but to increase the number of users in the presence of SFH. We now
examine the behavior of this approach in the presence of realistic channel estima-
tion. We just need to determine which class of signals is superior in the presence of
realistic channel estimation.

16 QAM combinations with CDMA and SFH in Rayleigh channel

10
1072 1
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Figure 7.25 16-QAM combinations with CDMA and SFH in a Rayleigh channel.



7.5 Performance in Fading Channels with Perfect Estimation

227

Rayleigh runs with perfect estimation
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Figure 7.26 Rayleigh runs with perfect estimation.
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Figure 7.27 QPSK in a Rician channel.
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16 QAM in a Rician channel
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Figure 7.28 16-QAM in a Rician channel.
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Figure 7.29 Rician runs with perfect estimation.
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QPSK and 16 QAM in Rayleigh and Rician channels
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Figure 7.30 QPSK and 16-QAM in Rayleigh and Rician fading channels.

7.5.6 Summary

In this section, the channel was modeled in the FD. Monte Carlo simulations were
then carried out based on two classes of signals, QPSK and 16-QAM and assuming
perfect channel estimation and perfect synchronization. We arrived at the following
conclusions:

1. Using QPSK modulation we found that in both Rayleigh and Rician chan-
nels, QPSK performance is superior.

2. We then compared both QPSK and 16-QAM using progressively more com-
plex modulation schemes. We found that in each case QPSK was superior.

3. We know that 16-QAM is the better type of modulation from the point of
view of higher throughput. But how does 16-QAM perform in the presence
of realistic estimation? This aspect will be investigated in the next section
using realistic channel estimation.

7.6 Performance in Fading Channels with Realistic Estimation

This section analyzes the behavior in a fading channel using realistic estimation. The
simulations show that QPSK performs better, as it is more robust compared to
16-QAM. The hybrid system once again requires higher bandwidths. However, if
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BER is the predominant consideration, then the proposed system can be used by dis-
carding the SFH part.

7.6.1 Baseband Model

This aspect of the book is based on the work done by Tutucu [30]. A baseband
model of an OFDM system using pilot-based signal correction is shown in
Figure 7.31.

Binary information data is encoded in multiphase signals (QPSK/16-QAM).
Then the pilot signals are uniformly inserted into the information data sequence.
The function of the IFFT block is to convert the data sequence on length N into N
parallel data, modulate it on N SCs, and sum them. After lowpass filtering, the
modulated carrier is then transmitted. At the receiver, the pilot-based signal correc-
tion is performed after FFT, followed by decoding.

The total N SCs of the OFDM system are arranged as follows. Adjacent L
(L <N) are grouped together, without overlapping between adjacent groups. In each
group, the first SC is used to transmit the pilot signal and thus is called the pilot SC.
The rest of the SCs bear information data and thus are called information SCs.
Therefore, there are a total of M = M/L pilot SCs and N = M information SCs.

In the following formulas, 7z [0 [0, N — 1] denotes the index in discrete TD and k
0 [0, N = 1] denotes the index in discrete FD. k is further expressed as k = mL + 1,
with integers / 0 [0, L = 1] and m O [0, M - 1], where

N = Total number of SCs of the OFDM system;
M = Number of pilot SCs;
L = Number of SCs that each group contains.

Assuming that all of the pilot signals have an equal complex value c, then the
OFDM signal modulated on the kth SC can be expressed as

X(k) = X(mL+1) =120 (7.47)
— m — .
datal1=1,...,L—1
The corresponding TD signal x(7) is obtained by IFFT.
Binary X(K) x(n)
source -
s/p | Modular || Pilot = IFET L] Guard =N L.owpass
(QPSK) insertion insertion filtering
Channel b(a)
Pinary Y(k) Y )
ata
< < Signal < «— Guard l¢«] Lowpass
FIs Demodular correction FFT removal filtering

Figure 7.31 Baseband model of the OFDM system with pilot-based signal correction.
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The received TD OFDM signal y(n), is a function of the transmitted signal, the
channel TF, and AWGN w(#n). It can be expressed as

y(n) = x(n) @ W(n)+w(n), 0<n<N-1 (7.48)

where “(0” denotes convolution.
The received FD signal Y(k) is the FT of y(n), which can be expressed as

Y(k) = X(k)- H(k)+ I(k)+ W(k) (7.49)

where W(k) is the FT of w(n). H(k) is recognized as accurate channel TF at the kth
SC, which is independent of the transmitted signals X (k) and given by [2]

jnfpi T Sln(nfl)lT) e 271

Af, T (7.50)

i—1
H(k)= Y h.e
=0
I(k) in (7.49) is the ICI component in the received signal at the kth SC, depend-
ing upon the signal values X(k) modulated on all of the other SCs, which is given by

;Zn(fDT k+K) 'anlk
-

I(k)=%§: E/o X(K) - e N (7.51)

—/*(fu T—k+K)

i=0 k=0
! 1—e

where b, is the complex IR of the ith path, f,, is the ith path Doppler frequency shift
which causes ICI of the received signals, and 7, is the ith path delay time normalized
by sampling time.

7.6.2 Channel Estimation with TDP Method

This chapter is not on channel-estimation techniques. We are merely selecting one
of the many available techniques for channel estimation to enable us to ana-
lyze qualitatively the system behavior during realistic channel estimation. This
method [31] enables OFDM systems to work in mobile communications where the
channels are time variant and frequency selective because no knowledge of the
channel TF for the previous OFDM data blocks is required.

This method provides a more accurate estimate of the channel TF, as compared
to the normal interpolation method. The lowpass filtering in the transform domain
reduces AWGN and ICI significantly. The high-resolution interpolation approach
suits well the mathematical model of the channel. The working principle is
described below.

The mobile radio channel is time variant. Therefore, the TF for the present data
block should be obtained independently of the previous blocks. The SC arrange-
ment in (7.47) is adopted. The proposed channel-estimation method based on pilot
signals and transform-domain processing is depicted in Figure 7.32. By L:1
downsampling the received sequence Y,(k), the samples at the pilot SCs are picked
up and a sequence of length M is obtained. Normalizing this sequence to the pilot
signal value ¢ gives the noisy channel TF H ,, (m); that is,
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Figure 7.32 Channel-estimation approach with transform domain processing.
H, (m)=H, (m)+[I,,(m)+ W, (m)]|/c, m=0,..,M~-1 (7.52)

Since the AWGN in TD is a zero-mean random process, it can be derived that
the noise component in (7.52) is also zero mean and Gaussian distributed [31].

Considering that the channel parameters are unknown and changing from time
to time, it is difficult to reduce the noise component in FD. On the contrary, a low-
pass filtering in the transform domain is feasible.

The transform domain is defined such that any sequence in this domain is the
DFT of its counterpart in the FD. Therefore, a sequence in the transform domain is
the “spectral sequence” of its counterpart in the FD. The argument p of the trans-
form domain can be viewed as the “frequency,” which reflects the variation speed of
an FD function.

The transform-domain representation of H ,, () is then

) M1 2
G, (p)= 2, Hy (m) exp(—z’]\’;mp) (7.53)

m—0

where p is the transform-domain index and p O [0, M — 1]. As expected, the signal
component in G, (p) is located at the lower “frequency” (around p =0 and p =M -

1) region, while the noise component is spread out over the whole frequency region
(p=0,.., M=1).

The lowpass filtering can be realized by simply setting the samples in the “high
frequency” region to zeroj; that is,

. G,(po=<p<p. . M—-p <ps<M-1
GM(p)z{M(p) p<p b <p (7.5

0, otherwise
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where p_ is the “cutoff frequency” of the filter in the transform domain. After the fil-
tering, the noise component is reduced to 2P./M of its original value.

The cutoff frequency p, of the transform-domain lowpass filter is an important
parameter that effects the accuracy of the channel estimation. Its value changes con-
tinuously due to the variation of the mobile radio channel. Therefore, an approach
is needed to select p, by dynamically tracking the received signals.

If we look to the energy distribution in the transform domain with respect to
different values of p, we see that most of the energy is concentrated at the “low fre-
quency” region where the desired components are located. Therefore, p, is deter-
mined from the following relation:

S + S (o)

= . =R (7.55)

M-1

DGy ()

p=

where the numerator is the energy in the “passband,” the denominator is the total
energy, R is a value between 0.9 and 0.95, and G ,, (p) is the average of G ,, (p) of the
present data block and 10 previous data blocks.

The simple algorithm for searching for the cutoff frequency p. moves from the
“low-frequency” toward the “high-frequency” region. If the accumulated energy in
the low-frequency region is larger than R (a certain percentage of the total energy),
the corresponding p is taken as the cutoff frequency p_. This tracking procedure is
shown in Figure 7.32 as “filter designing.”

After filtering the G ,, (p) in the transform domain, which reduces the AWGN
significantly, a high-resolution interpolation with zero-padding is performed on
G, (p), which gives G  (q) (see Figure 7.32). This is done as follows. First, the M-sa-

mple transform-domain sequence G u (D) is extended to an N-sample sequence
G ~ (@) by padding with N — M zero samples at the high-frequency region around p =
M/2, resulting in

) (G (90=a=p.
GN(q)=JO, p.sq=N-p, (7.56)
Gu(@g—=N+M,N-p, <qg=<N-1

This N-sample sequence G ,, (g), in its physical meaning, is the FT of the desired

estimate of the channel TF. By performing an N-point IFFT, the estimated TF with
lower noise levels at all SCs is obtained as

N-1
H(k)=a- .G, (q)exp(—jzli;qk),OSksN—l (7.57)

q=0
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Since the M-point FFT and N-point IFFT are performed between the FD and the
transform domain, a constant a is needed for calibration.

A word on the pilot signals: The OFDM system is simulated for two different
multipath fading indoor radio channels, one Rayleigh and one Rician. The pilot
share rate is 12.5%. The pattern for a pilot share rate of 25% is shown in
Figure 7.33 as an example.

By L =4 in the figure, we mean that when we have a pilot signal at SC number x,
then we will have another pilot signal at SC number x + L. The signal correction
technique is shown in Figure 7.34.

In Figure 7.34, the OFDM signal (X(k)), in the FD with pilot signals, is sent
through the mobile channel with TF H(k). Then the noise is added on top of it,
which results in the received signal Y(k). From this received signal, the estimated
channel TF F(k) is derived using the TDP estimation technique. The conjugate of

the estimated channel TF is multiplied by the received signal, which gives us the

A
9
c .
g Frequency spacing
g between pilots
b~ (L=4)

rrrrrrr1r1{

o Time
- Pilot signal
I:l Information signal

Figure 7.33 Pilot signal pattern for a share rate of 25%.

W(k)

e JI\ L i |
XK, [ Mobile radio vi,|  Channel | H® T4 ] At @X(k)

channel 1 estimator

Figure 7.34 OFDM signal correction with the estimated channel TF.



7.6 Performance in Fading Channels with Realistic Estimation 235

modified transmitted signal X"(k). This signal is then further processed and the BER
of the system is derived.

During the design of the OFDM system, we need to take care that the Gl is equal
to or greater than the maximum delay of the channel in order to get rid of ISI. The
Rayleigh channel has a maximum delay time z,__of 300 ns. This is more than that of

the Rician channel, which is 150 ns. Hence, both the channel requirements are
satisfied.

7.6.3 Simulated OFDM System Parameters

Choosing the GI equal to 300 ns gives us the remaining OFDM parameters

Tguard = Tmax = 03 us
Ty =12.T,,,, =36 us
T=T,, +Ts =39 us

Symbol rate =1/T =256.410 ksymbols/sec

The minimum data bit rate of our OFDM system has been considered to be 155
Mbps. We therefore calculate the minimum number of information SCs (N, .)
needed to achieve a data rate of 155 Mbps.

R=2xR X N,

inf

= 155,000,000 =2 x256410% N, = N, (min) =302

symb i

We shall need roughly twice this number for coding, pilot signals, and the like.
O we choose N_tot (total number of SCs) =2 x N, (min) = 512

Hence, we need a 512-point IFFT and FFT to implement this system. We have
arbitrarily chosen the factor of 12 to calculate the symbol interval T.. Choosing a
higher factor will give us a better OFDM performance because we will then have
more SCs with which to achieve a 155-Mbps data rate and, consequently, a greater
number of SCs for pilot signals, making for better estimation. But we cannot have a
very large factor because this will cause the step interval T to be too great, resulting
in a lower data rate. Hence, we need to compromise.

We see from Table 7.6 that the pilot share rate of 12.5%, 100 -12.5 =87.5% of
the transmission rate is used for the data signals and 12.5% for pilot signals. Fur-
thermore, we see that using a pilot share rate of 12.5%, we have a data rate of
around 230 Mbps. This value may be decreased to around 155 Mbps by using cod-
ing and the like. It is double this value if we use 16-QAM. In our simulations, coding
is not considered. We are also assuming perfect synchronization and no ISI and ICI.

7.6.4 Simulation Results for QPSK/16-QAM

We now compare the performance of 16-QAM and QPSK in realistic estimation of
Rayleigh and Rician channels in Figure 7.35 and 7.36, repectively.
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Table 7.6 Simulated OFDM System Parameters

Parameter Value (.= 8, 12.5%) Value (L.=8, 12.5%)
Modulation type QPSK 16-QAM
Pilot spacing (L) 8 8
Number of SCs (N_tot) 512 512
Number of Pilot SCs 64 64
Minimum number of information carriers 302 302
Number of information SCs (N_inf) 448 448
Number of bits per OFDM symbol 1,024 2,048
Number of data bits per OFDM symbol 896 1,792
Number of pilots per OFDM symbol 128 256
Step interval (T=T. + T,) 3.9 us 3.9 us
Symbol interval (T)) 3.6 us 3.6 us
Guard interval (T,) 0.3 us 0.3 us
Symbol rate (1/T) 256.410 Ksymbols/sec  256.41 Ksymbols/sec
Carrier-frequency spacing (Af = 1/T) 277.778 kHz 277.778 kHz
Total bandwidth (f-N) 142.222 MHz 142.222 MHz
Data rate (R, 229.743 Mbps 459.486 Mbps
Transmission rate (R) 262.564 Mbps 525.128 Mbps
107'f ' ' ' :

—#— OFDM (QPSK)
—&— OFDM (16 QAM)

10

0 5 10 15 20 25 30 35
Ey/No (dB)

Figure 7.35 16-QAM and QPSK in realistically estimated Rayleigh channel.
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Figure 7.36 16-QAM and QPSK in realistically estimated Rician channel.

We note that in both cases 16-QAM is inferior to QPSK because QPSK belongs
to a more robust class of signals. However, the data rate is half that of 16-QAM. It
will be noticed that the results are similar to the perfect estimation cases. This
implies that our estimator is working perfectly. We now examine the hybrid case
with a chip spread of 32. This is shown for both cases, Rayleigh and Rician, in
Figures 7.37 and 7.38.

We note that 16-QAM with CDMA and SFH requires a substantial increase in
bandwidth, as compared to QPSK or 16-QAM in a Rayleigh channel as well as in a
Rician channel. However, this is the price we need to pay if we want to adopt SFH
with a view to increasing the number of users or combating the near-far effect.

7.6.5 Summary

In this section we investigated the behavior of QPSK and 16-QAM class of signals in
the presence of realistic channel estimation for both Rayleigh and Rician channels.
Toward this end, we were required to adopt an estimation method. We adopted the
TDP method, based on pilot signal estimation. The TDP method was chosen
because it enables OFDM systems to work in mobile communications where the
channels are time variant and frequency selective because no knowledge of the
channel TF for the previous OFDM data blocks is required. The entire OFDM sys-
tem parameters were so chosen as to be in conformity with our stated requirement
of a minimum bit rate of 155 Mbps in a Rician (60 GHz) channel. A Rayleigh chan-
nel was also considered for completeness. We arrived at the following conclusions:
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Figure 7.37 16-QAM and QPSK in realistically estimated Rayleigh channel.
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Figure 7.38 16-QAM and QPSK in realistically estimated Rician channel.
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1. In order to enable high-bit-rate transmission, it becomes imperative to use
16-QAM in a hybrid approach.

2. Using the hybrid approach places demands upon the bandwidth require-
ment. We need to exercise this option, however, if we require more users or
if we need to combat the near-far effect. Otherwise, we can use the
OFDM-CDMA part only, as suggested in this book. It thereby provides bit
rates on the order of 525 Mbps conducive with multimedia requirements
and at low BERs. The hybrid approach, however, provides for more users.
High numbers of users will become a fact in videotelephone systems.

7.7 Conclusions

Multicarrier systems have generated increased interest over the last years, fuelled by
a large demand for frequency allocation resulting in a crowded spectrum, as well as
a large number of users requiring simultaneous access. This book proposes a new
technique called the hybrid approach. This involves the amalgamation of
OFDM/CDMA/SFH with a view to improving the number of users and yielding
high bit rates based on 16-QAM modulation. It has essentially been developed for
the 60-GHz frequency, but it is equally applicable at any other frequency, provided
the necessary bandwidth is available.

This proposal pertains to the downlink as well as to the uplink, the only differ-
ence being that for the synchronous downlink we can apply orthogonal Walsh-
Hadamard sequences leading to the well-known user separation for MC-CDMA
systems. On the other hand, in the asynchronous uplink scenario, pseudonoise
sequences are used with the drawback of high MAI

This research has presented and discussed the performance of such a system in
AWGN and fading channels, assuming perfect estimation and realistic estimation.
We have concluded that the hybrid approach using 16-QAM provides high bit rates
with an acceptable BER performance and have proposed a new synchronization
scheme for such a system. This scheme is based on an algorithm. In our case, this
algorithm is based on fuzzy logic. Simulations have been performed using this algo-
rithm in AWGN as well as a Rician channel and have proved that this technique is
excellent for tracking both timing and frequency offsets.
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A Practical OFDM System: Fixed
Broadband Wireless Access (FBWA)

8.1 Introduction

At present wireline and cellular systems are suffering from a capacity and band-
width crunch due to various economic, legal, and political causes [1, 2]. The delay in
the deployment of 3G systems makes the situation even worse. Various technologies
are being developed to fill the void of “last mile/hotspot” coverage based on fixed
broadband wireless technology. These networks are typically configured in a cell-
based point-to-multipoint topology. The deployment of these networks requires a
high initial up-front investment to pay for base stations and backbone networks.
Additionally, a significant number of potential subscribers may not be reached due
to LOS constraints. This chapter proposes a solution based on OFDM wireless com-
munication techniques to resolve the issue of coverage and capacity. The solution is
based on proven technology and an offshoot of existing standards so that it is cost-
effective to implement without much of an upfront cost in engineering and produc-
tion. The proposal utilizes the existing IEEE 802.16 standard for WirelessMAN
MAC and higher-layer interfaces to minimize non-PHY development costs [1-34].

The IEEE standards committee has recently standardized the IEEE 802.16
WirelessMAN air interface based on OFDM techniques to serve the needs of the
BWA scheme primarily to build a metropolitan point-to-multipoint communica-
tions infrastructure. The air interface is designed to carry any type of data or multi-
media traffic with full QoS support. The MAC supports burst FDD and TDD in a
consistent framework. The application of OFDM technology in wireless applica-
tions has continued to grow and has become the forerunner for the next generation
of cellular/wireless systems across the globe.

The requirements for the PHY of the proposed local coverage are different from
those proposed in the IEEE 802.16 standard.

8.2 Motivation

It has been widely recognized that fixed broadband wireless systems are a viable
alternative to overcoming the “last mile” distribution problem of bringing high-
speed data connections to the end user. In areas where the cellular coverage and
wired infrastructure are inadequate or nonexistent, fixed wireless solutions can be
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deployed much more quickly and at a fraction of the cost compared to wired
networks.

There are currently several solutions being deployed or proposed to address this
emerging fixed broadband wireless market. These solutions can be categorized
based on various parameters including frequency band, range, bandwidth, through-
put, regulatory and licensing requirements, and the like. Table 8.1 briefly summa-
rizes the major fixed broadband wireless technologies.

The Local Multipoint Distribution Service (LMDS) has extremely high band-
width; however, due to short range and LOS coverage limitations, it is not economi-
cally feasible for deployment for other than highly populated urban areas.

The Multichannel Multipoint Distribution System (MMDS), with its longer
range, is a better match to cover medium-density areas, but it requires payment of a
licensing fee.

The unlicensed spectrum allows for cost-effective immediate deployment and is
attractive to unlicensed operators with limited financial resources.

8.2.1 Cell-Based Infrastructure

A large geographical area is covered using the cell-based infrastructure. One base
station covers a predefined geographical area and handles the communications
needs of the subscribers in that area of coverage. The nonoverlapping base stations
are duplicated at regularly spaced intervals to provide wider coverage area with the
frequency reuse principle. These base stations employ various medium-access
mechanisms to coordinate and maintain the subscribers’ communication links. This
medium-access scheme can be based on TDMA, FDMA, CDMA or OFDM tech-
niques. The base station provides controlled access to bandwidth allocation and
sharing between subscribers.

8.2.1.1 Coverage Difficulties in Cell-Based Infrastructure

The disadvantage of the cellular system is that it requires a central location (like a
mobile switching center for GSM/GPRS and UMTS, and so forth) through which all
of the traffic must be channeled. This puts an unnecessary burden on the core and
backbone networks because they need to be deployed for the maximum capacity
envisioned. The system does not allow for scalability or provide an easy migration
path for growth.

Table 8.1 Fixed Broadband Wireless Technology

Frequency Coverage
Type Band (GHz) Bandwidth (miles)
LMDS 28 1.2 GHz 3
MMDS 2.5 200 MHz 30
Unlicensed (ISM) 2.4 83 MHz 30

Unlicensed (UNII) 5.8 200 MHz 12
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The cellular system also experiences coverage outages due to shadowing (loss of
LOS) in high-rise office/residential and hilly areas. This has been overcome in cer-
tain circumstances by using smaller cells to provide coverage in fringe areas, but this
adds costs for additional base stations and backbone networks.

8.2.2 Mesh Topology-Based Infrastructure

To provide the coverage in non-LOS (NLOS) areas, a “mesh” network topology has
been employed. In this topology, each station is equipped with an omnidirectional
antenna. Each station belonging to a network is capable of sending, receiving, and
forwarding packets from any of its neighbors to various destinations using any of
the possible routes. This topology does not require a backbone and can easily reach
hidden locations through multiple hops.

There are some distinct disadvantages of this multipoint-to-multipoint network
connectivity:

* The antenna is typically omnidirectional to cover the neighboring stations,
which either reduces the range or decreases the power efficiency of the station.

* Each station has a good number of neighboring stations that can be reached
with one hop. Although this is an advantage of mesh topology, which pro-
vides many alternate paths between any two points, the packet will reach not
only the intended recipient, but all other unintended stations as well, possibly
causing collisions.

* To avoid such collisions, there is a need for over-the-air coordination of
packet routing of information, adding extra overhead to the packet. This dis-
tribution overhead reduces the achievable throughput of the system.

8.3 Proposed FBWA

The proposed solution is based on point-to-multipoint communications employing
a mesh topology, which takes advantage of both cellular and mesh network topolo-
gies, but avoids the pitfalls of both. The proposed solution consists of a network
topology with MAC protocol that facilitates the following:

* The network can be deployed incrementally as the need for coverage arises,
thus providing scalability and an easy migration path to growth.

* The stations utilize the configurable directional (beam-forming) antenna, the
width and direction of which can be configured through software control.

* Any new station can be added to the overall network infrastructure with easy
coverage computation and link upgrade.

* Frequency and space diversity can be added to enhance the communication
link and channel capacity if required.

* All the nodes in the network employ similar equipment.

* No expensive hubs or base stations are required.
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* Backbone point-to-point links can be added later when a need for network
expansion arises.

Figure 8.1 shows a simplified view of such a network topology. Each transceiver
in the network infrastructure employs two types of interface, one for the subscriber’s
equipment interface (typical Ethernet) connectivity and the other for the RF antenna
connectivity. This RF antenna has beam-forming capability, which can be config-
ured under software control. For example the central site (node-1) antenna in the
example could be configured as either omnidirectional or sectorized, depending on
the infrastructure footprint, and the subscriber site antenna could be configured as
directional, pointing toward the central site.

The initial installation may consist of as few as two transceivers: one at a central
site (node-1) and the other at a subscriber site (any other nodes in Figure 8.1). In the
initial installation, node-1 is equipped with either an omnidirectional or sectorized
antenna, and the subscriber-side transceiver antenna is configured with a directional
antenna pointing to the central site. When more subscribers need to be added with
direct LOS to the central site, then they are installed with configuration of the
antenna pointing to the central site as explained before.

When a new subscriber without direct LOS to the central station needs to be
added (such as node-2 or node-3 in Figure 8.1), then any neighboring node in the
vicinity of the subscriber site with direct LOS to the central site can be used as a relay
station to connect to the central site. For example, node-2 could use either node-7 or

Figure 8.1 Single-hop point-to-multipoint network topology.
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node-6 to reach the central site at node-1. For the purpose of explanation, it is
defined that the central/serving site acts as the parent node and the served node as a
child node. In this case node-6 or node-7 provides a hop for the NLOS connectivity
to node-2. Node-2 is equipped with an antenna, which points either to node-6 or
node-7, and the selected hop (repeater) node as a result needs to function both as a
central site and a subscriber site; that is, it needs to time-share the connectivity
between its child and parent nodes. Figure 8.2 shows the infrastructure antenna
configuration for the central site and the parent and child nodes. For example
node-7 in Figure 8.2 serves as both parent and child, so it needs to provide the func-
tionality of both, and its antenna is multiplexed between omnidirectional mode for
serving the child and directional mode for serving its own subscribers. As discussed
later, the uplink connectivity is based on TDMA, but the downlink capability is
based on broadcast TDM.

In case of expansion of the network, any node in the network can be promoted
to become a hop node by reconfiguring the antenna port to switch between omnidi-
rectional and directional modes, pointing to either a hop or a central site. This pres-
ents a very scalable and planned growth alternative, which reduces the upfront cost
of network deployment and makes expansion very manageable.

The downlink flow of packets defines the parent-to-child node transmission,
where as the uplink flow of packets is just the opposite. The uplink and downlink
frequencies do not overlap and are assigned separate frequency bands. In this topol-
ogy, there is no interference on downlink transmission because the child uses high-
powered directional antenna for reception. Similarly, the uplink transmission from
the child does not cause any interference because each child is power controlled to
make it sure that adequate link quality is maintained and that each uses the direc-
tional antenna as well.

Frequency and antenna (directional) diversity allow simultaneous transmissions
of many different frequency bands in the same geographical area. In any parent/

Central
site
Node-1

Figure 8.2 Network coverage and parent/child hop connectivity.
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children group, the parent node services the children, using the adaptive TDMA
scheme; thus, the available bandwidth is shared among the active child nodes. The
MAC-layer performs these functions and synchronizes the hop station to multiplex
between the role of child or parent at appropriate instants.

The packets can arrive at any node either via Ethernet interface or through the
radio interface. Each transceiver maintains a map of the complete network infra-
structure and routes the packet to the required destination in the most efficient
manner.

8.4 Systems Requirements

This section specifies the requirements based on the proposed single-hop point-to-
multipoint (SHPM) network topology for use in the FBWA application. The PHY
shall provide digital, two-way voice, data, Internet, and multimedia services. It shall
be compatible with traditional wireline, cable, DSL, and T1/E1 services.

To maximize the efficient utilization of spectrum in the unlicensed band, the air
interface supports the multiplexing of subscribers using TDMA technology. The
main features of the proposed PHY are as following:

* Duplex mode of operation (simultaneous Tx/Rx) using TDD;

* Full compatibility with IEEE 802.16 MAC;

* Uplink multiple access using TDMA;

* Downlink multiple access using broadcast TDM;

* Adaptive modulation and FEC coding in both up- and downlink;
* Support for smart antenna;

* High-speed asymmetric data-rate services;

* Dynamic allocation of bandwidth/channel;

* Allowance for handover and limited roaming;

* Easily adoption of cellular/wireline infrastructure.

This section primarily deals with the PHY requirements. The OFDM parame-
ters are chosen based on these requirements. The systems PHY requirements are
depicted in tabular form in Table 8.2.

Table 8.2 System PHY Parameters

Parameters Value Comments

Frequency bands 5.725-5.825 GHz UNII band (USA) total BW = 100 MHz
Coverage range <10 miles Last mile hotspot coverage

Delay spread tolerance < 10 us Urban area

Channel BW 6 MHz 16 channels with end guard bands of 2 MHz

Data rate 2,4, 8,12 Mbps
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8.4.1 Parameter Selection

Based on the PHY requirements depicted in Table 8.2, OFDM-based systems
parameter lists have been selected to fulfill the systems PHY requirements.

8.4.1.1 Selection of Guard Period

The OFDM-based fixed broadband wireless system needs to tolerate an RDS of
about 10 us. The guard period of 40 us (four times the RDS) is chosen to mitigate
any losses due to ISI.

8.4.1.2 Selection of OFDM Symbol Period

It is desirable to reduce to a minimum the throughput loss due to the addition of a
guard period; therefore, a symbol period five to six times larger than the guard
period is chosen. An OFDM symbol period of 240 us (six times the guard period) is
chosen, which results in less than 1-dB loss in throughput.

8.4.1.3 Selection of SC Spacing, Number of SCs, Modulation, and Coding Rate

Based on the guard period and OFDM symbol period, the spacing of SCs is com-
puted so that they are orthogonal to each other. The SC spacing is computed as the
inverse of the useful OFDM symbol period (1/(OFDM symbol period — guard
period) = 1/(240 — 40) us = 5 kHz).

The total channel bandwidth is allocated to 6 MHz. The parameter choice is
tabularized in Table 8.3.

8.4.2 Communications Protocol

As illustrated in Figure 8.3, the PHY-layer protocol including upper-layer stack
comprises two sublayers.

8.4.2.1 Physical Media-Dependent Sublayer

The physical media—dependent (PMD) sublayer involves the main processing parts
of the PHY layer, including filtering equalization, synchronization, randomizing,
FEC encoding/decoding and interleaving/deleaving, baseband pulse shaping, and
other baseband processing units to enhance digitally modulated RF carriers over the
air.

Table 8.3 BWAS Parameters List

Parameter Number of SCs, 1,024; SCs Used, 960
Data rate 2 Mbps 4 Mbps 8 Mbps 12 Mbps
Coding rate 12 12 3/4 2/3

Mapping/modulation BPSK QPSK  16-QAM  64-QAM
# Pilot insertion 16 16 16 16
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Upper layers Upper layers
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MAC convergence MAC convergence TC
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node

Figure 8.3 Proposed PHY layer with upper-layer protocol stack.

8.4.2.2 Transmission Convergence Sublayer

The transmission convergence (TC) sublayer is defined to adapt and map certain
MAC services (such as changing resource allocations) to generic PMD services.
These parts will be addressed at later stages of the development processes.

8.4.3 Duplex Schemes

In order to comply with IEEE 802.16.3 functional requirement [3], we propose to
support both TDD and FDD systems and leave the selection of each system to the
vendors or operators as they decide about implementation complexity, traffic sce-
nario, cost objectives, and spectrum availability.

8.4.3.1 TDD

In TDD systems, the radio frame is divided into a downlink and an uplink section,
offering flexible and dynamic allocation of uplink and downlink capacity. TDD
enables the use of simpler antennas. In a BWA system, where the delay between
transmission and reception can consist of a few time slots, a guard time between the
downlink and uplink sections of the frames has to be introduced in order to avoid
collision between time slots. However, the guard time reduces system throughput,
especially if the system is designed for low latency.

8.4.4 Downlink Transmission
8.4.4.1 Downlink Multiple-Access Scheme

Each downlink RF channel (e.g., 6 MHz wide) is subdivided into fixed frames with
which the RF carrier is suitability modulated (e.g., BPSK, QPSK, 16-QAM,
64-QAM) to provide a digital bit stream (e.g., 2 to 12 Mbps). Within each RF chan-
nel a frame structure is used to organize and schedule the transmission of voice,
video, and data traffic.

8.4.4.2 Modulation Scheme

The applicable modulation schemes for the downlink are BPSK, QPSK, 16-QAM, or
64-QAM. Adaptive modulation and coding shall be supported in the downlink. The
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uplink shall support different modulation schemes for each user, based on the MAC
burst configuration messages coming from the central site.

8.4.4.3 Downlink Randomization, Channel Coding and Interleaving, Symbol
Mapping, and Baseband Shaping

The downlink channel supports various modulation formats and FEC coding on the
user data portion of the frame. Different modulation formats and FEC groups can
be defined on a subscriber-level basis. In this way the downlink channel supports
adaptive modulation and coding. Note that each frame contains a control portion
with fixed modulation (QPSK) and an FEC scheme.

8.4.4.4 Randomization for Spectrum Shaping

Prior to FEC encoding, the downlink channel is randomized to ensure sufficient bit
transitions to support clock recovery and to minimize the occurrence of unmodu-
lated carrier frequencies. This process is done by modulo-2 addition (XOR) of the
data with the output of the linear-feedback shift register (LFSR) with the character-
istic polynomial 1 + X" + X". The LFSR is cleared and preset at the beginning of
each burst to a known value. The preambles are not randomized, and only informa-
tion bits are randomized. The LFSR sequence generator pauses while parity bits are
transmitted.

8.4.4.5 Downlink Channel FEC Definitions

The structure of the 802.16 MAC supports several FEC coding schemes (such as
block turbo coding and concatenated Reed-Solomon and convolutional coding),
but for the purpose of this application, only convolutional code is employed. In
addition, the provision of suppressing all FEC and operation using the ARQ mecha-
nism in the 802.16 MAC for error control is also included.

Convolutional Code

The convolutional code can be configured to code rates of 1/2, 2/3, and 3/4 using a
puncturing convolutional code constraint length of K = 12. The interleaving is sup-
ported across the duration of one symbol.

8.4.4.6 Symbol Mapping

The mapping of bits into in-phase and quadrature-phase is Gray coded. The map-
ping of bits into symbols is based on the data rate and modulation scheme used.

8.4.4.7 Baseband Pulse Shaping

Prior to up conversion, in-phase and quadrature-phase signals are spectrally shaped
to conform to the channel bandwidth requirement using a square-root raised cosine
filter. The roll-off factor shall be either 0.15 or 0.25. The ideal square-root cosine is
defined by the following TF:
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H() =1 forfl<f.(1-a)

e

H(f) =0for|f|2f,(1-a)

where

R
f.= T = 75 is the Nyquist sampling frequency;

Ts is the modulation symbol duration.

8.4.4.8 Frequency Domain Equalization Scheme

The BWAS systems employing 2-11-GHz spectrum may operate in NLOS condi-
tions in which severe multipath is encountered. Multipath delay spread is a major
transmission problem, which affects the design of modulation and equalization.
Delay spread varies with the environment and characteristics of transmit and receive
antennas. In typical MMDS operating conditions, average delay spread is ~0.5 us;
only 2% of measured delay spreads are greater than ~8-10 us [4-6].

8.4.5 Uplink Transmission
8.4.5.1 Uplink Multiple Access
The uplink multiple-access method shall be TDMA.

8.4.5.2 Uplink Modulation Format
The uplink modulation shall be BPSK, QPSK, 16-QAM, or 64-QAM.

8.4.5.3 Uplink Randomization, Channel Coding and Interleaving, Symbol
Mapping, and Baseband Shaping

The uplink channel has processing units similar to those described for the downlink.
However, greater flexibility in packet transmission is allowed. The subscriber sta-
tions are transmitting only after receiving some configuration information from the
central site through MAC messages. Several different configurations can be adjusted
on the uplink channel on a burst-to-burst basis. The uplink payload is segmented
into blocks of data designed to fit into the proper code word size (including TC
sublayer, TC header). Note that payload length may vary from burst to burst.

Randomization for Spectrum Shaping

The uplink modulator uses a randomizer using LFSR with the characteristic polyno-
mial 1+ X" + X", with a 15-bit programmable seed. At the beginning of each burst,
the register is cleared and the seed value is loaded. The seed value is used to calculate
the scrambler output bit, obtained as the XOR of the seed with first bit of data of
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each burst [which is the most significant bit (MSB) of the first symbol following the
last symbol of the preamble].

FEC Schemes for the Uplink Channel
The convolutional code can be configured to code rates of 1/2, 2/3, and 3/4 using a
puncturing convolutional code constraint length of K = 12.

Interleaving for the Uplink Channel
Interleaving is applied for the uplink channel only with a convolutional FEC
scheme. The interleaving is supported across the duration of one symbol.

Baseband Pulse Shaping

Using a square-route raised cosine filter, in-phase and quadrature-phase signals are
separately shaped to conform to the channel bandwidth requirement prior to up-
conversion. Either 0.15 or 0.25 will be the roll-off factor.

8.4.6 Frame Structure

The frame format is simple and block-based and accommodates TDD operation.
Figure 8.4 illustrates downlink TDD operation. Figure 8.5 illustrates uplink opera-
tion. Several features characterized the frame formatting. Key among these is the use
of preamble sequence (PS) symbols, which occur at an interval of every N symbols
(on the downlink). The PS acts as a training sequence and is known to both the
transmitter and receiver. The training sequence can be used for frequency/carrier
phase tracking, time tracking, and channel equalization on the downlink. The peri-
odic nature of the training sequence allows for initial acquisition and tracking dur-
ing symbol reception. The downlink transmission is continuous; it carries the
payload for several subscribers and broadcasts a dummy load with the training

User payload with same User payload with same
characteristics for M packets characteristics for L packets
A I,
—

P | S|User P | User e o ol P IS User P | User e o ol P IS User P | User
S | I |payload | S | payload S | I'| payload| S |payload S | I | payload| S | payload
— —— — —— — ——

Sl informs incoming M-packets Sl informs incoming I-packets Sl informs incoming K-packets

characteristics characteristics characteristics
Figure 8.4 Downlink TDD frame structure.
Acquisition | P | M symbols e o o P | M symbols e o o Acquisition | P | M symbols
preamble S | (payload) S | (payload) preamble S | (payload)

Figure 8.5 Frame structure for uplink.
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sequence when there are no subscribers, which allows the idle subscriber to obtain
system information and to continue to track the serving site.

The training sequence is selected to have good correlation properties (i.e., its
autocorrelation resembles an IR), so that the transmission channel response can be
identified with high accuracy. For easy demodulation even in low SNR cases (and
optimal correlation sequence choices), the sequence is derived from a QPSK
alphabet.

As Figures 8.4 and 8.5 illustrate, the PSs sandwich the data of length N on the
downlink or length M on the uplink. This property is particularly useful for FD
equalization because these PS segments on each end of the N (or M) point data serve
as cyclic prefixes, so that the DFT in the FD behaves periodically. The DFT would be
taken over the duration of the PS on both ends of an N (or M) user payload. Note
that this usage is very similar to the cyclic prefix used in OFDM. However, here the
PS is used as both a pilot symbol, as well as the cyclic prefix, and this results in a
higher spectral efficiency compared to other OFDM systems.

As mentioned earlier, this PS is used for estimating the frequency, time, and
channel IR during acquisition and tracking. A particular advantage over OFDM-
type approaches is that these pilot symbols span the whole frequency spectrum and,
thus, are less affected by the notches due to multipath (frequency selectivity) of the
channel. A DFE or other TD equalizer can also exploit these known pilot sequences
to improve both their channel estimation and equalization performance. In particu-
lar, the use of periodic known sequences can reduce the propagation of decision
errors within a DFE.

Another feature of the proposed framing is the system information (SI) field of
length S, carried at required intervals for the indication of the modulation type, the
coding rate of the user payload, and subscriber-specific information (such as
whether the next payload is intended for them or not), which follows the next PS.
Note that the interval for a given modulation may span several packets, and the
minimum duration of a given modulation type, that is, the spacing between S fields,
is a network-specific parameter.

For the TDD option, a dummy payload packet called Idle Packet is used to
inform the subscribers that following packet segments do not carry any subscriber-
specific payload. The uplink capacity is shared among the active subscribers, who
have requested the services from the central site. In the TDD mode, the central site
continues to broadcast the PS followed by a dummy packet during the idle period,
even though no uplink bandwidth grants are made. The subscribers can use the idle
packets to synchronize with the central site and may request the desired services.

8.4.7 MAC Consideration and Conformance

As mentioned earlier, for cost-effective and quick deployment reasons, requirements
for the fixed broadband wireless application shall strive to fit into the 802 system
model [1, 7]. The 802.16 MAC supports universal 48-bit addresses and MAC mul-
ticast in the downlink direction only, not uplink. The 802.16 protocols support
802.1 bridging services and protocols, including support of the virtual LAN tag and
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priority ID [8-10]. The 802.16 protocols support encapsulation of 802.2 [logical
link control (LLC)] by the MAC protocol.

8.4.7.1 MAC Functional Requirements

The following describes the functional requirements to be performed by the wireless
MAC. In conjunction with the PHY equipment, the MAC assures that QoS require-
ments for the wireless segment are met, such as delay, delay variation, and the like.
This does not include the detailed list of the MAC functionalities, but some impor-
tant control and supervisory requirements.

Link Acquisition
The following are tasks for link acquisition:

* Download to subscriber the local channel plan, data-rate options, modulation
options, FEC types, and time-slot arrangement employed at a specific cell;

* Establish link at proper uplink power and frequency;

* Provide time-slot timing calibration.

Link Maintenance
Link maintenance requirements are the following:

* Provide uplink power control and frequency control (optional) to maintain
specified error-rate performance during link dynamics such as rain fades;

* Provide time-slot timing control;

* Provide interference detection and mitigation;

* Provide redundant hardware control.

Resource Allocation
Some important control and supervisory requirements are to:

* Provide admission control for connections based on available resources;

* Provide dynamic allocation of channels and time slots according to traffic and
traffic-priority requirements;

* Police traffic conflicts;

* Provide buffer management.

Link Monitoring
The following describes the functional requirements to be performed by link
monitoring;:

* Provide status of link performance (error seconds);
* Provide status of hardware;

* Maintain status of bandwidth and resource availability;
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* Provide fault detection, isolation, and correlation.

8.4.8 Adaptability of the Proposed Kernel Architecture to BWAS

The baseband transceiver architecture for the BWAS application is very similar to
the WLAN 802.1 la transceiver design requirements, except for the length of the
FFT/IFFT block, symbol, and guard period. Since the FFT/IFFT kernel allows for the
configurability of the FFT/IFFT length, the WLAN 802.11a development platform
could be utilized for the BWAS application, as well for minor modifications in tim-
ing block. The MAC requirements for BWAS are different from the requirements of
the IEEE 802.11 [1] protocol, but as was emphasized earlier in the design assump-
tions and ground rules, the BWAS application requirements for MAC shall be com-
patible to the IEEE 802.16 MAC specifications [7]. The main goal of this chapter
has been to show the flexibility of the transceiver design based on the object-oriented
approach with the wireless-specific design of kernel.

8.4.9 Summary

The fixed BWAS based on the OFDM scheme was proposed and requirements were
set to complement the wireline and wireless infrastructure in last-mile and hotspot
coverage to provide a low-cost, quickly deployable solution. The proposed systems
were designed; the PHY parameters and the access techniques for uplink and down-
link transmission were formulated based on the OFDM scheme. The concept of a
point-to-multipoint mesh network topology was proposed to mitigate the NLOS
situation, and the requirements for central, parent, and child site transceiver anten-
nas were set. The choice of beam-forming antenna under software control allowed
the promotion of any node to a parent node and enabled nodes to serve as hop or
relay agents for neighboring nodes without direct LOS to the central station. This
scheme eliminated the need for multiple transceiver units at a node, which need to be
upgraded as hop or relay nodes, thus facilitating the deployment of homogeneous
components in network buildup. This scheme also provided an easy path for migra-
tion, and no derivative of the transceiver component was required. Finally, it was
shown that the design based on the proposed architecture using the distributed ker-
nels utilizing the object-oriented programming principles allowed the quick develop-
ment of the BWAS transceiver.

8.5 Ubiquitous Connectivity

The quest for communication anywhere, any time has fuelled an enormous growth
in the realm of cellular/wireless communications around the world. Wireless net-
work applications have been compartmentalized into three basic categories, primar-
ily based on coverage and mobility requirements around the world.

However, these standards were not built to exploit commonality or to promote
coexistence and were formulated in isolation. For truly ubiquitous connectivity, a
mobile user needs to carry several wireless devices, depending on whether he or she
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is at home, in the office, or on road, as shown in Figure 8.6. Additionally, the user
has to look continuously for available wireless services in the immediate vicinity and
manually switch to them. This causes abandonment of the present communication
thread, which results in wasted time and resources and causes extreme inconven-
ience and overhead. However, looking at the scenario, it seems obvious that there is
a need for a wireless device that can provide ubiquitous connectivity irrespective of
a user’s location, mobility, and throughput needs and that can provide seamless
roaming across standards without user intervention.

The need for instant connectivity irrespective of locality and mobility is very
desirable; otherwise, one has to cope with the situation discussed above. The archi-
tecture based on distributed kernels and localization of waveform-specific signal
processing with emphasis on object-oriented programming can be extended to other
wireless systems as well. The mobile device designed with this architecture can sup-
port more than one wireless protocol with little or no additional resources or over-
head. The development platform based on this architecture can be dubbed the
“universal wireless platform” because it allows for easy migration and adaptation
to various wireless applications. This also simplifies the logistics and maintenance
issues of product development. The manufacturers of mobile appliances need not
worry about maintaining the plethora of various product derivatives, engineering
changes, and inventory lists. This needs to be proven and tried for multiprotocol
wireless devices in the field. Here are the recommendations to enrich the offering of
this architecture:
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Figure 8.6 Various modes of wireless connectivity in Internet and intranet environments.
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* Extension of this architecture and development methodology to other wireless
protocol applications;

* Development of a standard user interface for interoperability, interchangeabil-
ity, and compatibility;

* Standardization of a new class of processing device that is wireless-specific and
signal-processing-centric.

The role of technology in society is to lessen the burden of daily drudgery in
human life. The acceptance of a technology depends on how it helps the common
people in managing their daily chores. Wireless-based connectivity will remain frag-
mented and very specific based on locality, mobility, and business issues. This means
that there is a need for a multiprotocol mobile appliance that can unite this frag-
mented wireless connectivity and provide seamless roaming to the wireless world.
Seamless wireless connectivity requires a wireless platform capable of accommodat-
ing many wireless protocols at low cost and with minimal resource overhead and
capable of switching between them as desired. Additionally, it needs the support of
the higher-layer protocols to assist in switching and other systems-related decisions
making. The issue of the control and maintenance of seamless roaming needs to be
resolved separately since it involves the coordination from the higher layers (such as
RLC, LLC, and MAC) of the protocol. This coordination may involve the PHY to
assist in searching for alternate wireless services in the vicinity, establishing link
quality, dealing with congestion, billing, and other related issues. The following
future enhancements for continued acceptance and growth of this architecture are
very desirable:

* Design of a universal wireless platform, which can accommodate current slews
of wireless protocols and be flexible enough to accommodate the evolving pro-
tocols;

* Harmonizing the upper-layer (above PHY) protocols across the access scheme
and protocols to ease resource requirements and delay in information flow
from one protocol to another;

* Standardization and harmonization of various wireless protocol layers to
ensure compatibility, interchangeability, and interoperability across various
platforms and interfaces.
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